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Introduction

Mentioning (co)homology theory in the context of differential equations
would sound a bit ridiculous some 30–40 years ago: what could be in com-
mon between the essentially analytical, dealing with functional spaces the-
ory of partial differential equations (PDE) and rather abstract and algebraic
cohomologies?

Nevertheless, the first meeting of the theories took place in the papers
by D. Spencer and his school ([46, 17]), where cohomologies were applied
to analysis of overdetermined systems of linear PDE generalizing classi-
cal works by Cartan [12]. Homology operators and groups introduced by
Spencer (and called the Spencer operators and Spencer homology nowadays)
play a basic role in all computations related to modern homological appli-
cations to PDE (see below).

Further achievements became possible in the framework of the geometri-
cal approach to PDE. Originating in classical works by Lie, Bäcklund, Dar-
boux, this approach was developed by A. Vinogradov and his co-workers
(see [32, 61]). Treating a differential equation as a submanifold in a suit-
able jet bundle and using a nontrivial geometrical structure of the latter
allows one to apply powerful tools of modern differential geometry to anal-
ysis of nonlinear PDE of a general nature. And not only this: speaking
the geometrical language makes it possible to clarify underlying algebraic
structures, the latter giving better and deeper understanding of the whole
picture, [32, Ch. 1] and [58, 26].

It was also A. Vinogradov to whom the next homological application to
PDE belongs. In fact, it was even more than an application: in a series of
papers [59, 60, 63], he has demonstrated that the adequate language for La-
grangian formalism is a special spectral sequence (the so-called Vinogradov

C-spectral sequence) and obtained first spectacular results using this lan-
guage. As it happened, the area of the C-spectral sequence applications is
much wider and extends to scalar differential invariants of geometric struc-
tures [57], modern field theory [5, 6, 3, 9, 18], etc. A lot of work was also done
to specify and generalize Vinogradov’s initial results, and here one could
mention those by I. M. Anderson [1, 2], R. L. Bryant and P. A. Griffiths
[11], D. M. Gessler [16, 15], M. Marvan [39, 40], T. Tsujishita [47, 48, 49],
W. M. Tulczyjew [50, 51, 52].

Later, one of the authors found out that another cohomology theory (C-
cohomologies) is naturally related to any PDE [24]. The construction uses
the fact that the infinite prolongation of any equation is naturally endowed
with a flat connection (the Cartan connection). To such a connection, one
puts into correspondence a differential complex based on the Frölicher–

Nijenhuis bracket [42, 13]. The group H0 for this complex coincides with
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the symmetry algebra of the equation at hand, the group H1 consists of
equivalence classes of deformations of the equation structure. Deformations
of a special type are identified with recursion operators [43] for symmetries.
On the other hand, this theory seems to be dual to the term E1 of the
Vinogradov C-spectral sequence, while special cochain maps relating the
former to the latter are Poisson structures on the equation [25].

Not long ago, the second author noticed ([56]) that both theories may be
understood as horizontal cohomologies with suitable coefficients. Using this
observation combined with the fact that the horizontal de Rham cohomology
is equal to the cohomology of the compatibility complex for the universal
linearization operator, he found a simple proof of the vanishing theorem
for the term E1 (the “k-line theorem”) and gave a complete description of
C-cohomology in the “2-line situation”.

Our short review will not be complete, if we do not mention applications
of cohomologies to the singularity theory of solutions of nonlinear PDE
([35]), though this topics is far beyond the scope of these lecture notes.

⋆ ⋆ ⋆

The idea to expose the above mentioned material in a lecture course at
the Summer School in Levoča belongs to Prof. D. Krupka to whom we are
extremely grateful.

We tried to give here a complete and self-contained picture which was
not easy under natural time and volume limitations. To make reading eas-
ier, we included the Appendix containing basic facts and definitions from
homological algebra. In fact, the material needs not 5 days, but 3–4 semes-
ter course at the university level, and we really do hope that these lecture
notes will help to those who became interested during the lectures. For fur-
ther details (in the geometry of PDE especially) we refer the reader to the
books [32] and [34] (an English translation of the latter is to be published
by the American Mathematical Society in 1999). For advanced reading we
also strongly recommend the collection [19], where one will find a lot of
cohomological applications to modern physics.

J. Krasil′shchik
A. Verbovetsky
Moscow, 1998
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1. Differential calculus over commutative algebras

Throughout this section we shall deal with a commutative algebra A over
a field k of zero characteristic. For further details we refer the reader to [32,
Ch. I] and [26].

1.1. Linear differential operators. Consider two A-modules P and Q
and the group Homk(P,Q). Two A-module structures can be introduced
into this group:

(a∆)(p) = a∆(p), (a+∆)(p) = ∆(ap), (1.1)

where a ∈ A, p ∈ P , ∆ ∈ Homk(P,Q). We also set

δa(∆) = a+∆− a∆, δa0,...,ak = δa0 ◦ · · · ◦ δak ,

a0, . . . , ak ∈ A. Obviously, δa,b = δb,a and δab = a+δb + bδa for any a, b ∈ A.

Definition 1.1. A k-homomorphism ∆: P → Q is called a linear differ-

ential operator of order ≤ k over the algebra A, if δa0,...,ak(∆) = 0 for all
a0, . . . , ak ∈ A.

Proposition 1.1. If M is a smooth manifold, ξ, ζ are smooth locally trivial

vector bundles over M , A = C∞(M) and P = Γ(ξ), Q = Γ(ζ) are the

modules of smooth sections, then any linear differential operator acting from

ξ to ζ is an operator in the sense of Definition 1.1 and vice versa.

Exercise 1.1. Prove this fact.

Obviously, the set of all differential operators of order ≤ k acting from
P to Q is a subgroup in Homk(P,Q) closed with respect to both multi-
plications (1.1). Thus we obtain two modules denoted by Diffk(P,Q) and
Diff+k (P,Q) respectively. Since a(b+∆) = b+(a∆) for any a, b ∈ A and ∆ ∈
Homk(P,Q), this group also carries the structure of an A-bimodule denoted

by Diff
(+)
k (P,Q). Evidently, Diff0(P,Q) = Diff+0 (P,Q) = HomA(P,Q).

It follows from Definition 1.1 that any differential operator of order ≤ k
is an operator of order ≤ l for all l ≥ k and consequently we obtain the

embeddings Diff
(+)
k (P,Q) ⊂ Diff

(+)
l (P,Q), which allow us to define the

filtered bimodule Diff(+)(P,Q) =
⋃
k≥0 Diff

(+)
k (P,Q).

We can also consider the Z-graded module associated to the filtered mod-
ule Diff(+)(P,Q): Smbl(P,Q) =

⊕
k≥0 Smblk(P,Q), where Smblk(P,Q) =

Diff
(+)
k (P,Q)/Diff

(+)
k−1(P,Q), which is called the module of symbols. The el-

ements of Smbl(P,Q) are called symbols of operators acting from P to Q.
It easily seen that two module structures defined by (1.1) become identical
in Smbl(P,Q).

The following properties of linear differential operator are directly implied
by the definition:
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Proposition 1.2. Let P,Q and R be A-modules. Then:

(1) If ∆1 ∈ Diffk(P,Q) and ∆2 ∈ Diffl(Q,R) are two differential opera-

tors, then their composition ∆2 ◦∆1 lies in Diffk+l(P,R).
(2) The maps

i·,+ : Diffk(P,Q)→ Diff+k (P,Q), i+,· : Diff+k (P,Q)→ Diffk(P,Q)

generated by the identical map of Homk(P,Q) are differential opera-

tors of order ≤ k.

Corollary 1.3. There exists an isomorphism

Diff+(P,Diff+(Q,R)) = Diff+(P,Diff(Q,R))

generated by the operators i·,+ and i+,·.

Introduce the notation Diff
(+)
k (Q) = Diff

(+)
k (A,Q) and define the map

Dk : Diff+k (Q)→ Q by setting Dk(∆) = ∆(1). Obviously, Dk is an operator
of order ≤ k. Let also

ψ : Diff+k (P,Q)→ HomA(P,Diff+k (Q)), ∆ 7→ ψ∆, (1.2)

be the map defined by (ψ∆(p))(a) = ∆(ap), p ∈ P , a ∈ A.

Proposition 1.4. The map (1.2) is an isomorphism of A-modules.

Proof. Compatibility of ψ with A-module structures is obvious. To complete
the proof it suffices to note that the correspondence

HomA(P,Diff+k (Q)) ∋ ϕ 7→ Dk ◦ ϕ ∈ Diff+k (P,Q)

is inverse to ψ.

The homomorphism ψ∆ is called Diff-associated to ∆.

Remark 1.1. Consider the correspondence P ⇒ Diff+k (P,Q) and for any
A-homomorphism f : P → R define the homomorphism

Diff+k (f,Q) : Diff+k (R,Q)→ Diff+k (P,Q)

by setting Diff+k (f,Q)(∆) = ∆ ◦ f . Thus, Diff+k (·, Q) is a contravariant
functor from the category of all A-modules to itself. Proposition 1.4 means
that this functor is representable and the module Diff+k (Q) is its represen-
tative object. Obviously, the same is valid for the functor Diff+(·, Q) and
the module Diff+(Q).

From Proposition 1.4 we also obtain the following

Corollary 1.5. There exists a unique homomorphism

ck,l = ck,l(P ) : Diff+k (Diff+l (P ))→ Diffk+l(P )
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such that the diagram

Diff+k (Diff+l (P ))
Dk−−−→ Diff+l (P )

ck,l

y
yDl

Diff+k+l(P )
Dk+l
−−−→ P

is commutative.

Proof. It suffices to use the fact that the composition

Dl ◦ Dk : Diffk(Diffl(P )) −→ P

is an operator of order ≤ k + l and to set ck,l = ψDl◦Dk .

The map ck,l is called the gluing homomorphism and from the definition
it follows that (ck,l(∆))(a) = (∆(a))(1), ∆ ∈ Diff+k (Diff+l (P )), a ∈ A.

Remark 1.2. The correspondence P ⇒ Diff+k (P ) also becomes a (covari-
ant) functor, if for a homomorphism f : P → Q we define the homomor-
phism Diff+k (f) : Diff+k (P ) → Diff+k (Q) by Diff+k (f)(∆) = f ◦ ∆. Then
the correspondence P ⇒ ck,l(P ) is a natural transformation of functors
Diff+k (Diff+l (·)) and Diff+k+l(·) which means that for any A-homomorphism
f : P → Q the diagram

Diff+k (Diff+l (P ))
Diff+

k
(Diff+

l
(f))

−−−−−−−−−→ Diff+k (Diff+l (Q))

ck,l(P )

y
yck,l(Q)

Diff+k+l(P )
Diff+

k+l(f)
−−−−−→ Diff+k+l(Q)

is commutative.
Note also that the maps ck,l are compatible with the natural embed-

dings Diff+k (P ) → Diff+s (P ), k ≤ s, and thus we can define the gluing
c∗,∗ : Diff+(Diff+(·))→ Diff+(·).

1.2. Multiderivations and the Diff-Spencer complex. Let A⊗k =
A⊗k · · · ⊗k A, k times.

Definition 1.2. A k-linear map ∇ : A⊗k → P is called a skew-symmetric

multiderivation of A with values in an A-module P , if the following condi-
tions hold:

(1) ∇(a1, . . . , ai, ai+1, . . . , ak) +∇(a1, . . . , ai+1, ai, . . . , ak) = 0,

(2) ∇(a1, . . . , ai−1, ab, ai+1, . . . , ak) =

a∇(a1, . . . , ai−1, b, ai+1, . . . , ak) + b∇(a1, . . . , ai−1, a, ai+1, . . . , ak)

for all a, b, a1, . . . , ak ∈ A and any i, 1 ≤ i ≤ k.
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The set of all skew-symmetric k-derivations forms an A-module denoted
by Dk(P ). By definition, D0(P ) = P . In particular, elements of D1(P ) are
called P -valued derivations and form a submodule in Diff1(P ) (but not in
the module Diff+1 (P )!).

There is another, functorial definition of the modules Dk(P ): for any
∇ ∈ Dk(P ) and a ∈ A we set (a∇)(a1, . . . , ak) = a∇(a1, . . . , ak). Note first

that the composition γ1 : D1(P ) →֒ Diff1(P )
i·,+
−−→ Diff+1 (P ) is a monomor-

phic differential operator of order ≤ 1. Assume now that the first-order
monomorphic operators γi = γi(P ) : Di(P )→ Di−1(Diff+1 (P )) were defined
for all i ≤ k. Assume also that all the maps γi are natural4 operators.
Consider the composition

Dk(Diff+1 (P ))
γk−→ Dk−1(Diff+1 (Diff+1 (P )))

Dk−1(c1,1)
−−−−−−→ Dk−1(Diff+2 (P )).

(1.3)

Proposition 1.6. The following facts are valid:

(1) Dk+1(P ) coincides with the kernel of the composition (1.3).
(2) The embedding γk+1 : Dk+1(P ) →֒ Dk(Diff+1 (P )) is a first-order dif-

ferential operator.

(3) The operator γk+1 is natural.

The proof reduces to checking the definitions.

Remark 1.3. We saw above that the A-module Dk+1(P ) is the kernel of the
map Dk−1(c1,1)◦γk, the latter being not an A-module homomorphism but a
differential operator. Such an effect arises in the following general situation.

Let F be a functor acting on a subcategory of the category of A-modules.
We say that F is k-linear, if the corresponding map FP,Q : Homk(P,Q) →
Homk(P,Q) is linear over k for all P and Q from our subcategory. Then
we can introduce a new A-module structure in the the k-module F(P ) by
setting a q̇ = (F(a))(q), where q ∈ F(P ) and F(a) : F(P ) → F(P ) is the
homomorphism corresponding to the multiplication by a: p 7→ ap, p ∈ P .
Denote the module arising in such a way by F (̇P ).

Consider two k-linear functors F and G and a natural transformation ∆:
P ⇒ ∆(P ) ∈ Homk(F(P ),G(P )).

Exercise 1.2. Prove that the natural transformation ∆ induces a natural
homomorphism of A-modules ∆˙: F (̇P ) → G (̇P ) and thus its kernel is
always an A-module.

From Definition 1.2 on the preceding page it also follows that elements
of the modules Dk(P ), k ≥ 2, may be understood as derivations ∆: A →

4This means that for any A-homomorphism f : P → Q one has γi(Q) ◦ Di(f) =
Di−1(Diff+1 (f)) ◦ γi(P ).
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Dk−1(P ) satisfying (∆(a))(b) = −(∆(b))(a). We call ∆(a) the evaluation

of the multiderivation ∆ at the element a ∈ A. Using this interpretation,
define by induction on k + l the operation ∧ : Dk(A)⊗A Dl(P ) → Dk+l(P )
by setting

a ∧ p = ap, a ∈ D0(A) = A, p ∈ D0(P ) = P,

and

(∆ ∧ ∇)(a) = ∆ ∧∇(a) + (−1)l∆(a) ∧ ∇. (1.4)

Using elementary induction on k + l, one can easily prove the following

Proposition 1.7. The operation ∧ is well defined and satisfies the follow-

ing properties:

(1) ∆ ∧ (∆′ ∧ ∇) = (∆ ∧∆′) ∧∇,

(2) (a∆ + a′∆′) ∧ ∇ = a∆ ∧∇+ a′∆′ ∧∇,

(3) ∆ ∧ (a∇+ a′∇′) = a∆ ∧ ∇+ a′∆ ∧ ∇′,

(4) ∆ ∧∆′ = (−1)kk
′

∆′ ∧∆

for any elements a, a′ ∈ A and multiderivations ∆ ∈ Dk(A), ∆′ ∈ Dk′(A),
∇ ∈ Dl(P ), ∇′ ∈ Dl′(P ).

Thus, D∗(A) =
⊕

k≥0 Dk(A) becomes a Z-graded commutative algebra
and D∗(P ) =

⊕
k≥0 Dk(P ) is a graded D∗(A)-module. The correspondence

P ⇒ D∗(P ) is a functor from the category of A-modules to the category of
graded D∗(A)-modules.

Let now ∇ ∈ Dk(Diff+l (P )) be a multiderivation. Define

(S(∇)(a1, . . . , ak−1))(a) = (∇(a1, . . . , ak−1, a)(1)), (1.5)

a, a1, . . . , ak−1 ∈ A. Thus we obtain the map

S : Dk(Diff+l (P ))→ Dk−1(Diff+l+1(P ))

which can be represented as the composition

Dk(Diff+l (P ))
γk−→ Dk−1(Diff+1 (Diff+l (P )))

Dk−1(c1,l)
−−−−−−→ Dk−1(Diff+l+1(P )).

(1.6)

Proposition 1.8. The maps S : Dk(Diff+l (P ))→ Dk−1(Diff+l+1(P )) possess

the following properties:

(1) S is a differential operator of order ≤ 1.
(2) S ◦ S = 0.

Proof. The first statement follows from (1.6), the second one is implied
by (1.5).
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Definition 1.3. The operator S is called the Diff-Spencer operator. The
sequence of operators

0←− P
D
←− Diff+(P )

S
←− Diff+(P )

S
←− D2(Diff+(P ))←− · · ·

is called the Diff-Spencer complex.

1.3. Jets. Now we shall deal with the functors Q⇒ Diffk(P,Q) and their
representability.

Consider an A-module P and the tensor product A ⊗k P . Introduce an
A-module structure in this tensor product by setting

a(b⊗ p) = (ab)⊗ p, a, b ∈ A, p ∈ P,

and consider the k-linear map ǫ : P → A ⊗k P defined by ǫ(p) = 1 ⊗ p.
Denote by µk the submodule in A ⊗k P generated by the elements of the
form (δa0,...,ak(ǫ))(p) for all a0, . . . , ak ∈ A and p ∈ P .

Definition 1.4. The quotient module (A⊗k P )/µk is called the module of

k-jets for P and is denoted by J k(P ).

We also define the map jk : P → J k(P ) by setting jk(p) = ǫ(p) mod µk.
Directly from the definition of µk it follows that jk is a differential operator
of order ≤ k.

Proposition 1.9. There exists a canonical isomorphism

ψ : Diffk(P,Q)→ HomA(J k(P ), Q), ∆ 7→ ψ∆, (1.7)

defined by the equality ∆ = ψ∆ ◦ jk and called Jet-associated to ∆.

Proof. Note first that since the module J k(P ) is generated by the elements
of the form jk(p), p ∈ P , the homomorphism ψ∆, if defined, is unique. To
establish existence of ψ∆, consider the homomorphism

η : HomA(A⊗k P,Q)→ Homk(P,Q), η(ϕ) = ϕ ◦ ǫ.

Since ϕ is an A-homomorphism, one has

δa(η(ϕ)) = δa(ϕ ◦ ǫ) = ϕ ◦ δa(ǫ) = η(δa(ϕ)), a ∈ A.

Consequently, the element η(ϕ) is an operator of order ≤ k if and only if
ϕ(µk) = 0, i.e., restricting η to Diffk(P,Q) ⊂ Homk(P,Q) we obtain the
desired isomorphism ψ.

The proposition proved means that the functor Q ⇒ Diffk(P,Q) is repre-
sentable and the module J k(P ) is its representative object.

Note that the correspondence P ⇒ J k(P ) is a functor itself: if ϕ : P → Q
is an A-module homomorphism, we are able to define the homomorphism



12

J k(ϕ) : J k(P )→ J k(Q) by the commutativity condition

P
jk−−−→ J k(P )

ϕ

y
yJ k(ϕ)

Q
jk−−−→ J k(Q)

The universal property of the operator jk allows us to introduce the nat-
ural transformation ck,l of the functors J k+l(·) and J k(J l(·)) defined by
the commutative diagram

P
jl−−−→ J l(P )

jk+l

y
yjk

J k+l(P )
ck,l

−−−→ J k(J l(P ))

It is called the co-gluing homomorphism and is dual to the gluing one dis-
cussed in Remark 1.2 on page 8.

Another natural transformation related to functors J k(·) arises from the
embeddings µl →֒ µk, l ≥ k, which generate the projections νl,k : J l(P ) →
J k(P ) dual to the embeddings Diffk(P,Q) →֒ Diffl(P,Q). One can easily
see that if f : P → P ′ is an A-module homomorphism, then J k(f) ◦ νl,k =
νl,k ◦ J l(f). Thus we obtain the sequence of projections

· · · −→ J k(P )
νk,k−1
−−−→ J k−1(P ) −→ · · · −→ J 1(P )

ν1,0
−−→ J 0(P ) = P

and set J∞(P ) = proj limJ k(P ). Since νl,k ◦ jl = jk, we can also set
j∞ = proj lim jk : P → J∞(P ).

Let ∆: P → Q be an operator of order ≤ k. Then for any l ≥ 0 we have
the commutative diagram

P
∆
−−−→ Q

jk+l

y
yjl

J k+l(P )
ψ∆
l−−−→ J l(Q)

where ψ∆
l = ψjl◦∆. Moreover, if l′ ≥ l, then νl′,l ◦ ψ∆

l′ = ψ∆
l ◦ νk+l′,k+l and

we obtain the homomorphism ψ∆
∞ : J∞(P )→ J∞(Q).

Note that the co-gluing homomorphism is a particular case of the above
construction: ck,l = ψjlk . Thus, passing to the inverse limits, we obtain the
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co-gluing c∞,∞:

P
j∞
−−−→ J∞(P )

j∞

y
yj∞

J∞(P )
c∞,∞

−−−→ J∞(J∞(P ))

1.4. Compatibility complex. The following construction will play an im-
portant role below.

Consider a differential operator ∆: Q → Q1 of order ≤ k. Without
loss of generality we may assume that its Jet-associated homomorphism
ψ∆ : J k(Q) → Q1 is epimorphic. Choose an integer k1 ≥ 0 and define Q2

as the cokernel of the homomorphism ψ∆
k1

: J k+k1(Q)→ J k(Q1),

0→ J k+k1(Q)
ψ∆
k1−−→ J k1(Q1)→ Q2 → 0.

Denote the composition of the operator jk1 : Q1 → J
k1(Q1) with the natural

projection J k1(Q1)→ Q2 by ∆1 : Q1 → Q2. By construction, we have

∆1 ◦∆ = ψ∆1 ◦ jk1 ◦∆ = ψ∆1 ◦ ψ∆
k1
◦ jk+k1.

Exercise 1.3. Prove that ∆1 is a compatibility operator for the operator ∆,
i.e., for any operator ∇ such that ∇ ◦∆ = 0 and ord∇ ≥ k1, there exists
an operator � such that ∇ = � ◦∆1.

We can now apply the procedure to the operator ∆1 and some integer k2

obtaining ∆2 : Q2 → Q3, etc. Eventually, we obtain the complex

0 −→ Q
∆
−→ Q1

∆1−→ Q2
∆2−→ · · · −→ Qi

∆i−→ Qi+1 −→ · · ·

which is called the compatibility complex of the operator ∆.

1.5. Differential forms and the de Rham complex. Consider the em-
bedding β : A → J 1(A) defined by β(a) = aj1(1) and define the module
Λ1 = J 1(A)/ im β. Let d be the composition of j1 and the natural projec-
tion J 1(A) → Λ1. Then d : A → Λ1 is a differential operator of order ≤ 1
(and, moreover, lies in D1(Λ

1)).
Let us now apply the construction of the previous subsection to the opera-

tor d setting all ki equal to 1 and preserving the notation d for the operators
di. Then we get the compatibility complex

0 −→ A
d
−→ Λ1 d

−→ Λ2 −→ · · · −→ Λk d
−→ Λk+1 −→ · · ·

which is called the de Rham complex of the algebra A. The elements of Λk

are called k-forms over A.

Proposition 1.10. For any k ≥ 0, the module Λk is the representative

object for the functor Dk(·).
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Proof. It suffices to compare the definition of Λk with the description of
Dk(P ) given by Proposition 1.6 on page 9.

Remark 1.4. In the case k = 1, the isomorphism between HomA(Λ1, ·) and
D1(·) can be described more exactly. Namely, from the definition of the
operator d : A→ Λ1 and from Proposition 1.9 on page 11 it follows that any
derivation∇ : A→ P is uniquely represented as the composition ∇ = ϕ∇◦d
for some homomorphism ϕ∇ : Λ1 → P .

As a consequence Proposition 1.10 on the page before, we obtain the
following

Corollary 1.11. The module Λk is the k-th exterior power of Λ1.

Exercise 1.4. Since Dk(P ) = HomA(Λk, P ), one can introduce the pairing
〈·, ·〉 : Dk(P ) ⊗ Λk −→ P . Prove that the evaluation operation (see p. 10)
and the wedge product are mutually dual with respect to this pairing, i.e.,

〈X, da ∧ ω〉 = 〈X(a), ω〉

for all X ∈ Dk+1(P ), ω ∈ Λk, and a ∈ A.

The following proposition establishes the relation of the de Rham differ-
ential to the wedge product.

Proposition 1.12 (the Leibniz rule). For any ω ∈ Λk and θ ∈ Λl one has

d(ω ∧ θ) = dω ∧ θ + (−1)kω ∧ dθ.

Proof. We first consider the case l = 0, i.e., θ = a ∈ A. To do it, note
that the wedge product ∧ : Λk ⊗A Λl → Λk+l, due to Proposition 1.10 on
the preceding page, induces the natural embeddings of modules Dk+l(P )→
Dk(Dl(P )). In particular, the embedding Dk+1(P ) → Dk(D1(P )) can be
represented as the composition

Dk+l(P )
γk+1
−−→ Dk(Diff+1 (P ))

λ
−→ Dk(D1(P )),

where (λ(∇))(a1, . . . , ak) = ∇(a1, . . . , ak) − (∇(a1, . . . , ak))(1). In a dual
way, the wedge product is represented as

Λk ⊗A Λ1 λ′

−→ J 1(Λk)
ψd

−→ Λk+1,

where λ′(ω ⊗ da) = (−1)k(j1(ωa)− j1(ω)a). Then

(−1)k ∧ ωda = (−1)kψd(λ′(ω ⊗ da))

= ψd(j1(ωa)− j1(ω)a) = d(ωa)− d(ω)a.

The general case is implied by the identity

d(ω ∧ da) = (−1)kd(d(ωa)− dω · a) = (−1)k+1d(dω · a).
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Let us return back to Proposition 1.10 on page 13 and consider the A-
bilinear pairing

〈·, ·〉 : Dk(P )⊗A Λk → P

again. Take a form ω ∈ Λk and a derivationX ∈ D1(A). Using the definition
of the wedge product in D∗(P ) (see equality (1.4) on page 10), we can set

〈∆, iXω〉 = (−1)k−1〈X ∧∆, ω〉 (1.8)

for an arbitrary ∆ ∈ Dk−1(P ).

Definition 1.5. The operation iX : Λk → Λk−1 defined by (1.8) is called
the internal product, or contraction.

Proposition 1.13. For any X, Y ∈ D1(A) and ω ∈ Λk, θ ∈ Λl one has

(1) iX(ω ∧ θ) = iX(ω) ∧ θ + (−1)kω ∧ iX(θ),

(2) iX ◦ iY = −iY ◦ iX

In other words, internal product is a derivation of the Z-graded algebra
Λ∗ =

⊕
k≥0 Λk of degree −1 and iX , iY commute as graded maps.

Consider a derivation X ∈ D1(A) and set

LX(ω) = [iX , d](ω) = iX(d(ω)) + d(iX(ω)), ω ∈ Λ∗. (1.9)

Definition 1.6. The operation LX : Λ∗ → Λ∗ defined by 1.9 is called the
Lie derivative.

Directly from the definition one obtains the following properties of Lie
derivatives:

Proposition 1.14. Let X, Y ∈ D1(A), ω, θ ∈ Λ∗, a ∈ A, α, β ∈ k. Then

the following identities are valid:

(1) LαX+βY = αLX + βLY ,

(2) LaX = aLX + da ∧ iX ,

(3) LX(ω ∧ θ) = LX(ω) ∧ θ + ω ∧ LX(θ),

(4) [d,LX ] = d ◦ LX − LX ◦ d = 0,

(5) L[X,Y ] = [LX ,LY ], where [X, Y ] = X ◦ Y − Y ◦X,

(6) i[X,Y ] = [LX , iY ] = [iX ,LY ].

To conclude this subsection, we present another description of the Diff-
Spencer complex. Recall Remark 1.3 on page 9 and introduce the “dot-
ted” structure into the modules Dk(Diff+l (P )) and note that Diff+l (P )˙ =
Diffl(P ). Define the isomorphism

ζ : (Dk(Diff+)) (̇P ) = HomA(Λk,Diff+)˙= Diff+(Λk, P )˙= Diff(Λk, P ).

Then we have
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Proposition 1.15. The above defined map ζ generates the isomorphism of

complexes

· · · ←−−− (Dk−1(Diff+)) (̇P )
S ˙
←−−− (Dk(Diff+)) (̇P ) ←−−− · · ·

ζ

y ζ

y
· · · ←−−− Diff(Λk−1, P )

v
←−−− Diff(Λk, P ) ←−−− · · ·

where S ˙ is the operator induced on “dotted” modules by the Diff-Spencer

operator, while v(∇) = ∇ ◦ d.

1.6. Left and right differential modules. From now on till the end of
this section we shall assume the modules under consideration to be projec-
tive.

Definition 1.7. An A-module P is called a left differential module, if there
exists an A-module homomorphism λ : P → J∞(P ) satisfying ν∞,0◦λ = idP
and such that the diagram

P
λ

−−−→ J∞(P )

λ

y
yJ∞(λ)

J∞(P )
c∞,∞

−−−→ J∞(J∞(P ))

is commutative.

Lemma 1.16. Let P be a left differential module. Then for any differential

operator ∆: Q1 → Q2 there exists an operator ∆P : Q1 ⊗A P → Q2 ⊗A P
satisfying (idQ)P = idQ⊗AP for Q = Q1 = Q2 and

(∆2 ◦∆1)P = (∆2)P ◦ (∆1)P

for any operators ∆1 : Q1 → Q2, ∆2 : Q2 → Q3.

Proof. Consider the map

∆: Q1 ⊗A (A⊗k P )→ Q2 ⊗A P, q ⊗ a⊗ p 7→ ∆(aq)⊗ p.

Since

∆(q ⊗ δa(ǫ)(p)) = δa∆(q ⊗ 1⊗ p), p ∈ P, q ∈ Q1, a ∈ A,

the map
ξP (∆): Q1 ⊗A J

∞(P )→ Q2 ⊗A P

is well defined. Set now the operator ∆P to be the composition

Q1 ⊗A P
id⊗λ
−−→ Q1 ⊗A J

∞(P )
ξP (∆)
−−−→ Q2 ⊗A P,

which is a k-th order differential operator in an obvious way. Evidently,
(idQ)P = idQ⊗AP .
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Now,

(∆2 ◦∆1)P = ξP (∆2 ◦∆1) ◦ (id⊗ λ)

= ξP (∆2) ◦ ξJ∞(P )(∆1) ◦ (id⊗ c∞,∞) ◦ (id⊗ λ)

= ξP (∆2) ◦ ξJ∞(P )(∆1) ◦ (id⊗ J∞(λ)) ◦ (id ◦ λ)

= ξP (∆2) ◦ (id⊗ λ) ◦ ξP (∆1) ◦ (id⊗ λ) = (∆2)P ◦ (∆1)P ,

which proves the second statement.

Note that the lemma proved shows in particular that any left differen-
tial module is a left module over the algebra Diff(A) which justifies our
terminology.

Due to the above result, any complex of differential operators · · · −→
Qi −→ Qi+1 −→ · · · and a left differential module P generate the complex
· · · −→ Qi⊗A P −→ Qi+1⊗A P −→ · · · “with coefficients” in P . In particular,
since the co-gluing c∞,∞ is in an obvious way co-associative, i.e., the diagram

J∞(P )
c∞,∞(P )
−−−−−→ J∞(J∞(P ))

c∞,∞(P )

y
yJ∞(c∞,∞(P ))

J∞(J∞(P ))
c∞,∞(J∞(P ))
−−−−−−−−→ J∞(J∞(J∞(P )))

is commutative, J∞(P ) is a left differential module with λ = c∞,∞. Conse-
quently, we can consider the de Rham complex with coefficients in J∞(P ):

0 −→ P
j∞
−→ J∞(P ) −→ Λ1 ⊗A J

∞(P ) −→ · · ·

· · · −→ Λi ⊗A J
∞(P ) −→ Λi+1 ⊗A J

∞(P ) −→ · · ·

which is the inverse limit for the Jet-Spencer complexes of P

0 −→ P
jk−→ J k(P )

S
−→ Λ1 ⊗A J

k−1(P )
S
−→ · · ·

· · ·
S
−→ Λi ⊗A J

k−i(P )
S
−→ Λi+1 ⊗A J

k−i−1(P ) −→ · · · ,

where S(ω ⊗ jk−i(p)) = dω ⊗ jk−i−1(p).
Let ∆: P → Q be a differential operator and ψ∆

∞ : J∞(P ) → J∞(Q)
be the corresponding homomorphism. The kernel E∆ = kerψ∆

∞ inherits
the left differential module structure of J∞(P ) and we can consider the de
Rham complex with coefficients in E∆:

0 −→ E∆ −→ Λ1 ⊗A E∆ −→ · · · −→ Λi ⊗A E∆ −→ Λi+1 ⊗A E∆ −→ · · · (1.10)

which is called the Jet-Spencer complex of the operator ∆.
Now we shall introduce the concept dual to that of left differential mod-

ules.
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Definition 1.8. An A-module P is called a right differential module, if
there exists an A-module homomorphism ρ : Diff+(P ) → P that satisfies

the equality ρ
∣∣∣Diff+0 (P ) = idP and makes the diagram

Diff+(Diff+(P ))
c∞,∞
−−−→ Diff+(P )

Diff+(ρ)

y
yρ

Diff+(P )
ρ

−−−→ P

commutative.

Lemma 1.17. Let P be a right differential module. Then for any differen-

tial operator ∆: Q1 → Q2 of order ≤ k there exists an operator

∆P : HomA(Q2, P )→ HomA(Q1, P )

of order ≤ k satisfying idPQ = idHomA(Q,P ) for Q = Q1 = Q2 and

(∆2 ◦∆1)
P = ∆P

1 ◦∆P
2

for any operators ∆1 : Q1 → Q2, ∆2 : Q2 → Q3.

Proof. Let us define the action of ∆P by setting ∆P (f) = ρ ◦ ψf◦∆, where
f ∈ HomA(Q2, P ). Obviously, this is a k-th order differential operator and
idPQ = idHomA(Q,P ). Now,

(∆2 ◦∆1)
P = ρ ◦ ψf◦∆2◦∆1 = ρ ◦ c∞,∞ ◦Diff+(ψf◦∆2) ◦ ψ∆1

= ρ ◦Diff+(ρ ◦ ψf◦∆2) ◦ ψ∆1 = ρ ◦Diff+(∆P
2 (f)) ◦ ψ∆1

= ∆P
1 (∆P

2 (f)).

Hence, (·)P preserves composition.

From the lemma proved it follows that any right differential module is a
right module over the algebra Diff(A).

Let · · · → Qi
∆i−→ Qi+1 → · · · be a complex of differential operators and

P be a right differential module. Then, by Lemma 1.17, we can construct

the dual complex · · · ←− HomA(Qi, P )
∆P
i←−− HomA(Qi+1, P ) ←− · · · with

coefficients in P . Note that the Diff-Spencer complex is a particular case of
this construction. In fact, due to properties of the homomorphism c∞,∞ the
module Diff+(P ) is a right differential module with ρ = c∞,∞. Applying
Lemma 1.17 to the de Rham complex, we obtain the Diff-Spencer complex.

Note also that if ∆: P → Q is a differential operator, then the cokernel
C∆ of the homomorphism ψ∞

∆ : Diff+(P ) → Diff+(Q) inherits the right
differential module structure of Diff+(Q). Thus we can consider the complex

0←− coker ∆
D
←− C∆ ←− D1(C∆)←− · · · ←− Di(C∆)←− Di+1(C∆)←− · · ·
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dual to the de Rham complex with coefficients in C∆. It is called the Diff-
Spencer complex of the operator ∆.

1.7. The Spencer cohomology. Consider an important class of commu-
tative algebras.

Definition 1.9. An algebra A is called smooth, if the module Λ1 is projec-
tive and of finite type.

In this section we shall work over a smooth algebra A.
Take two Diff-Spencer complexes, of orders k and k − 1, and consider

their embedding

0 ←−−− P ←−−− Diff+k (P )) ←−−− D1(Diff+k−1(P )) ←−−− · · ·∥∥∥
x

x
0 ←−−− P ←−−− Diff+k−1(P )) ←−−− D1(Diff+k−2(P )) ←−−− · · ·

Then, if the algebra A is smooth, the direct sum of the corresponding quo-
tient complexes is of the form

0←− Smbl(A,P )
δ
←− D1(Smbl(A,P ))

δ
←− D2(Smbl(A,P ))←− · · ·

By standard reasoning, exactness of this complex implies that of Diff-
complexes.

Exercise 1.5. Prove that the operators δ are A-homomorphisms.

Let us describe the structure of the modules Smbl(A,P ). For the time
being, use the notation D = D1(A). Consider the homomorphism αk : P ⊗A
Sk(D)→ Smblk(A,P ) defined by

αk(p⊗∇1 · · · · · ∇k) = smblk(∆), ∆(a) = (∇1 ◦ · · · ◦ ∇k)(a)p,

where a ∈ A, p ∈ P , and smblk : Diffk(A,P ) −→ Smblk(A,P ) is the natural
projection.

Lemma 1.18. If A is a smooth algebra, the homomorphism αk is an iso-

morphism.

Proof. Consider a differential operator ∆: A → P of order ≤ k. Then the
map s∆ : A⊗k → P defined by s∆(a1, . . . , ak) = δa1,...,ak(∆) is a symmetric
multiderivation and thus the correspondence ∆ 7→ s∆ generates a homo-
morphism

Smblk(A,P )→ HomA(Sk(Λ1), P ) = Sk(D)⊗A P, (1.11)

which, as it can be checked by direct computation, is inverse to αk. Note
that the second equality in (1.11) is valid because A is a smooth algebra.
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Exercise 1.6. Prove that the module Smblk(P,Q) is isomorphic to the mod-
ule Sk(D)⊗A HomA(P,Q).

Exercise 1.7. Dualize Lemma 1.18 on the preceding page. Namely, prove
that the kernel of the natural projection νk,k−1 : J k(P ) → J k−1(P ) is iso-
morphic to Sk(Λ1)⊗AP , with the isomorphism αk : Sk(Λ1)⊗AP → ker νk,k−1

given by

αk(da1 · . . . · dak ⊗ p) = δa1,...,ak(jk)(p), p ∈ P.

Thus we obtain:

Di(Smblk(P )) = HomA(Λi, P ⊗A S
k(D)) = P ⊗A S

k(D)⊗A Λi(D).

But from the definition of the Spencer operator it easily follows that the
action of the operator

δ : P ⊗A S
k(D)⊗A Λi(D)→ P ⊗A S

k+1(D)⊗A Λi−1(D)

is expressed by

δ(p⊗ σ ⊗∇1 ∧ · · · ∧ ∇i)

=
i∑

l=1

(−1)l+1p⊗ σ · ∇l ⊗∇1 ∧ · · · ∧ ∇̂l ∧ · · · ∧ ∇i

where p ∈ P , σ ∈ Sk(D), ∇l ∈ D and the “hat” means that the corre-
sponding term is omitted. Thus we see that the operator δ coincides with
the Koszul differential (see the Appendix) which implies exactness of Diff-
Spencer complexes.

The Jet-Spencer complexes are dual to them and consequently, in the
situation under consideration, are exact as well. This can also be proved
independently by considering two Jet-Spencer complexes of orders k and
k − 1 and their projection

0 −−−→ P −−−→ J k(P )) −−−→ Λ1 ⊗A J
k−1(P ) −−−→ · · ·∥∥∥

y
y

0 −−−→ P −−−→ J k−1(P )) −−−→ Λ1 ⊗A J k−2(P ) −−−→ · · ·

Then the corresponding kernel complexes are of the form

0 −→ Sk(Λ1)⊗A P
δ
−→ Λ1 ⊗A S

k−1(Λ1)⊗A P

δ
−→ Λ2 ⊗A S

k−2(Λ1)⊗A P −→ · · ·

and are called the δ-Spencer complexes of P . These are complexes of A-
homomorphisms. The operator

δ : Λs ⊗A S
k−s(Λ1)⊗A P → Λs+1 ⊗A S

k−s−1(Λ1)⊗A P
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is defined by δ(ω ⊗ u ⊗ p) = (−1)sω ∧ i(u) ⊗ p, where i : Sk−s(Λ1) →
Λ1⊗ Sk−s−1(Λ1) is the natural inclusion. Dropping the multiplier P we get
the de Rham complexes with polynomial coefficients. This proves that the
δ-Spencer complexes and, therefore, the Jet-Spencer complexes are exact.

Thus we have the following

Theorem 1.19. If A is a smooth algebra, then all Diff-Spencer complexes

and Jet-Spencer complexes are exact.

Now, let us consider an operator ∆: P → P1 of order ≤ k. Our aim is
to compute the Jet-Spencer cohomology of ∆, i.e., the cohomology of the
complex (1.10) on page 17.

Definition 1.10. A complex of C-differential operators · · · −→ Pi−1
∆i−→

Pi
∆i+1
−−→ Pi+1 −→ · · · is called formally exact, if the complex

· · · −→ J̄ ki+ki+1+l(Pi−1)
ϕ
ki+ki+1+l

∆i−−−−−−→ J̄ ki+1+l(Pi)
ϕ
ki+1+l

∆i+1
−−−−→ J̄ l(Pi+1) −→ · · · ,

with ord ∆j ≤ kj , is exact for any l.

Theorem 1.20. Jet-Spencer cohomology of ∆ coincides with the cohomol-

ogy of any formally exact complex of the form

0 −→ P
∆
−→ P1 −→ P2 −→ P3 −→ · · ·

Proof. Consider the following commutative diagram

...
...

...x
x

x
0 −→ Λ2 ⊗ J∞(P ) −→ Λ2 ⊗J∞(P1) −→ Λ2 ⊗ J∞(P2) −→ · · ·xd̄

xd̄
xd̄

0 −→ Λ1 ⊗ J∞(P ) −→ Λ1 ⊗J∞(P1) −→ Λ1 ⊗ J∞(P2) −→ · · ·xd̄
xd̄

xd̄
0 −→ J∞(P ) −→ J∞(P1) −→ J∞(P2) −→ · · ·x

x
x

0 0 0
where the i-th column is the de Rham complex with coefficients in the
left differential module J∞(Pi). The horizontal maps are induced by the
operators ∆i. All the sequences are exact except for the terms in the left
column and the bottom row. Now the standard spectral sequence arguments
(see the Appendix) completes the proof.
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Our aim now is to prove that in a sense all compatibility complexes are
formally exact. To this end, let us discuss the notion of involutiveness of a
differential operator.

The map ψ∆
l : J k+l(P )→ J l(P1) gives rise to the map

smblk,l(∆): Sk+l(Λ1)⊗ P → Sl(Λ1)⊗ P1

called the l-th prolongation of the symbol of ∆.

Exercise 1.8. Check that 0-th prolongation map smblk,0 : Diffk(P, P1) →
Hom(Sk(Λ1) ⊗ P, P1) coincides with the natural projection of differential
operators to their symbols, smblk : Diffk(P, P1)→ Smblk(P, P1).

Consider the symbolic module gk+l = ker smblk,l(∆) ⊂ Sk+l(Λ1) ⊗ P of
the operator ∆. It is easily shown that the subcomplex of the δ-Spencer
complex

0 −→ gk+l
δ
−→ Λ1 ⊗ gk+l−1 δ

−→ Λ2 ⊗ gk+l−2 δ
−→ · · · (1.12)

is well defined. The cohomology of this complex in the term Λi ⊗ gk+l−i is
denoted by Hk+l,i(∆) and is said to be δ-Spencer cohomology of the operator

∆.

Exercise 1.9. Prove that Hk+l,0(∆) = Hk+l,1(∆) = 0.

The operator ∆ is called involutive (in the sense of Cartan), ifHk+l,i(∆) =
0 for all i ≥ 0.

Definition 1.11. An operator ∆ is called formally integrable, if for all l
modules El

∆ = kerψl∆ ⊂ J
k+l(P ) and gk+l are projective and the natural

mappings El
∆ → El−1

∆ are surjections.

Till the end of this section we shall assume all the operators under con-
sideration to be formally integrable.

Theorem 1.21. If the operator ∆ is involutive, then the compatibility com-

plex of ∆ is formally exact for all positive integers k1, k2, k3, . . . .

Proof. Suppose that the compatibility complex of ∆

P
∆
−→ P1

∆1−→ P2
∆2−→ · · ·
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is formally exact in terms P1, P2, . . . , Pi−1. The commutative diagram

0 0 0y
y

y
0 −−−→ gK −−−→ SK ⊗ P −−−→ SK−k ⊗ P1 −−−→ · · ·y

y
y

0 −−−→ EK−k
∆ −−−→ J K(P ) −−−→ J K−k(P1) −−−→ · · ·y

y
y

0 −−−→ EK−k−1
∆ −−−→ J K−1(P ) −−−→ J K−k−1(P1) −−−→ · · ·y

y
y

0 0 0

0 0y
y

· · · −−−→ Ski ⊗ Pi −−−→ Pi+1 −−−→ 0y
y

· · · −−−→ J ki(Pi) −−−→ Pi+1 −−−→ 0y
y

· · · −−−→ J ki−1(Pi) −−−→ 0y
0

where Sj = Sj(Λ1), K = k + k1 + k2 + · · ·+ ki, shows that the complex

0 −→ gK −→ SK ⊗ P −→ SK−k ⊗ P1 −→ · · · −→ Ski ⊗ Pi

is exact.
What we must to prove is that the sequences

Ski−1+ki+l ⊗ Pi−1 −→ Ski+l ⊗ Pi −→ Sl ⊗ Pi+1

are exact for all l ≥ 1. The proof is by induction on l, with the induc-
tive step involving the standard spectral sequence arguments applied to the
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commutative diagram

0 −→ Sl ⊗ Pi+1
δ
−→ Λ1 ⊗ Sl−1 ⊗ Pi+1

δ
−→ Λ2 ⊗ Sl−2 ⊗ Pi+1

δ
−→ · · ·x

x
x

0 −→ Ski+l ⊗ Pi
δ
−→ Λ1 ⊗ Ski+l−1 ⊗ Pi

δ
−→ Λ2 ⊗ Ski+l−2 ⊗ Pi

δ
−→ · · ·x

x
x

...
...

...x
x

x

0 −→ SK+l ⊗ P0
δ
−→ Λ1 ⊗ SK+l−1 ⊗ P0

δ
−→ Λ2 ⊗ SK+l−2 ⊗ P0

δ
−→ · · ·x

x
x

0 −→ gK+l δ
−→ Λ1 ⊗ gK+l−1 δ

−→ Λ2 ⊗ gK+l−2 δ
−→ · · ·x

x
x

0 0 0

Example 1.1. For the de Rham differential d : A→ Λ1 the symbolic mod-
ules gl are trivial. Hence, the de Rham differential is involutive and, there-
fore, the de Rham complex is formally exact.

Example 1.2. Consider the geometric situation and suppose that the man-
ifold M is a (pseudo-)Riemannian manifold. For an integer p consider the
operator ∆ = d∗d : Λp → Λn−p, where ∗ is the Hodge star operator on the
modules of differential forms. Let us show that the complex

Λ̄p ∆
−→ Λ̄n−p d

−→ Λ̄n−p+1 d
−→ Λn−p+2 d

−→ · · ·
d
−→ Λn −→ 0

is formally exact and, thus, is the compatibility complex for the oper-
ator ∆. In view of the previous example we must prove that the im-
age of the map smbl(∆): Sl+2 ⊗ Λp → Sl ⊗ Λn−p coincides with the
image of the map smbl(d) : Sl+1 ⊗ Λn−p−1 → Sl ⊗ Λn−p for all l ≥ 0.
Since ∆∗ = d∗d∗ = d(∗d∗ + d), it is sufficient to show that the map
smbl(∗d∗ + d) : Sl+1 ⊗ (Λn−p+1 ⊕ Λn−p−1) → Sl ⊗ Λn−p is an epimorphism.
Consider smbl(L) : Sl⊗Λn−p → Sl⊗Λn−p, where L = (∗d∗+ d)(∗d∗± d) is
the Laplace operator. From coordinate considerations it easily follows that
the symbol of the Laplace operator is epimorphic, and so the symbol of the
operator ∗d∗+ d is also epimorphic.

The condition of involutiveness is not necessary for the formal exactness
of the compatibility complex due to the following
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Theorem 1.22 (δ-Poincaré lemma). If the algebra A is Noetherian, then

for any operator ∆ there exists an integer l0 = l0(m,n, k), where m =
rankP , such that Hk+l,i(∆) = 0 for l ≥ l0 and i ≥ 0.

Proof can be found, e.g., in [32, 10]. Thus, from the proof of Theorem 1.21
on page 22 we see that for sufficiently large integer k1 the compatibility
complex is formally exact for any operator ∆.

We shall always assume that compatibility complexes are formally exact.

1.8. Geometrical modules. There are several directions to generalize or
specialize the above described theory. Probably, the most important one,
giving rise to various interesting specializations, is associated with the fol-
lowing concept.

Definition 1.12. An abelian subcategory M(A) of the category of all A-
modules is said to be differentially closed, if

(1) it is closed under tensor product over A,

(2) it is closed under the action of the functors Diff
(+)
k (·, ·) and Di(·),

(3) the functors Diff
(+)
k (P, ·),Diff

(+)
k (·, Q) and Di(·) are representable in

M(A), whenever P , Q are objects ofM(A).

As an example consider the following situation. Let M be a smooth
(i.e., C∞-class) finite-dimensional manifold and set A = C∞(M). Let π :
E →M , ξ : F →M be two smooth locally trivial finite-dimensional vector
bundles over M and P = Γ(π), Q = Γ(ξ) be the corresponding A-modules
of smooth sections.

One can prove that the module Diff
(+)
k (P,Q) coincides with the module

of k-th order differential operators acting from the bundle π to ξ (see Propo-
sition 1.1 on page 6). Further, the module D(A) coincides with the module
of vector fields on the manifold M .

However if one constructs representative objects for the functors such as
Diffk(P, ·) and Di(·) in the category of all A-modules, the modules J k(P )
and Λi will not coincide with “geometrical” jets and differential forms.

Exercise 1.10. Show that in the case M = R the form d(sin x)− cosx dx is
nonzero.

Definition 1.13. A module P over C∞(M) is called geometrical, if
⋂

x∈M

µxP = 0,

where µx is the ideal in C∞(M) consisting of functions vanishing at point
x ∈M .
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Denote by G(M) the full subcategory of the category of all modules whose
objects are geometrical C∞(M)-modules. Let P be an A-module and set

G(P ) = P
/⋂

x∈M

µxP.

Evidently, G(P ) is a geometrical module while the correspondence P ⇒
G(P ) is a functor from the category of all C∞(M)-modules to the category
G(M) of geometrical modules.

Proposition 1.23. Let M be a smooth finite-dimensional manifold and

A = C∞(M). Then

(1) The category G(A) of geometrical A-modules is differentially closed.

(2) The representative objects for the functors Diffk(P, ·) and Di(·) in

G(A) coincide with G(J k(P )) and G(Λi) respectively.

(3) The module G(Λi) coincides with the module of differential i-forms on

M .

(4) If P = Γ(π) for a smooth locally trivial finite-dimensional vector bun-

dle π : E →M , then the module G(J k(P )) coincides with the module

Γ(πk), where πk : Jk(π)→M is the bundle of k-jets for the bundle π
(see Section 3.1).

Exercise 1.11. Prove (1), (2), and (3) above.

The situation described in this Proposition will be referred to as the
geometrical one.

Another example of a differentially closed category is the category of fil-
tered geometrical modules over a filtered algebra. This category is essential
to construct differential calculus over manifolds of infinite jets and infinitely
prolonged differential equations (see Sections 3.3 and 3.8 respectively).

Remark 1.5. The logical structure of the above described theory is obvi-
ously generalized to the supercommutative case. For a noncommutative
generalization see [54, 55].



27

2. Algebraic model for Lagrangian formalism

Using the above introduced algebraic concepts, we shall construct now
an algebraic model for Lagrangian formalism; see also [53]. For geometric
motivations, we refer the reader to Section 7 and to Subsection 7.5 especially.

2.1. Adjoint operators. Consider an A-module P and the complex of
A-homomorphisms

0 −→ Diff+(P,A)
w
−→ Diff+(P,Λ1)

w
−→ Diff+(P,Λ2)

w
−→ · · · , (2.1)

where, by definition, w(∇) = d ◦ ∇ ∈ Diff+(P,Λi+1) for the operator ∇ ∈

Diff+(P,Λi). Let P̂n, n ≥ 0, be the cohomology module of this complex at
the term Diff+(P,Λn).

Any operator ∆: P → Q determines the natural cochain map

· · · −−−→ Diff+(Q,Λi−1)
w
−−−→ Diff+(Q,Λi) −−−→ · · ·

∆̃

y ∆̃

y
· · · −−−→ Diff+(P,Λi−1)

w
−−−→ Diff+(P,Λi) −−−→ · · ·

where ∆̃(∇) = ∇ ◦∆ ∈ Diff+(P,Λi) for ∇ ∈ Diff+(Q,Λi).

Definition 2.1. The cohomology map ∆∗
n : Q̂n → P̂n induced by ∆̃ is called

the (n-th) adjoint operator for ∆.

Below we assume n to be fixed and omit the corresponding subscript.
The main properties of the adjoint operator are described by

Proposition 2.1. Let P,Q and R be A-modules. Then

(1) If ∆ ∈ Diffk(P,Q), then ∆∗ ∈ Diffk(Q̂, P̂ ).
(2) If ∆1 ∈ Diff(P,Q) and ∆2 ∈ Diff(Q,R), then (∆2 ◦∆1)

∗ = ∆∗
1 ◦∆∗

2.

Proof. Let [∇] denote the cohomology class of ∇ ∈ Diff+(P,Λn), where
w(∇) = 0.

(1) Let a ∈ A. Then

δa(∆
∗)([∇]) = ∆∗([∇])−∆∗(a[∇]) = [∇ ◦ a ◦∆]− [∇ ◦∆ ◦ a]

= (a ◦∆)∗([∇])− (∆ ◦ a)∗([∇]) = −δa(∆
∗)([∇]).

Consequently, δa0,...,ak(∆
∗) = (−1)k+1(δa0,...,ak(∆))∗ for any a0, . . . , ak ∈ A.

(2) The second statement is implied by the following identities:

(∆2 ◦∆1)
∗([∇]) = [∇ ◦∆2 ◦∆1] = ∆∗

1([∇ ◦∆2]) = ∆∗
1(∆

∗
2([∇])),

which concludes the proof.

Example 2.1. Let a ∈ A and a = aP : P → P be the operator of multipli-
cation by a: p 7→ ap. Then obviously a∗P = aP̂ .
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Example 2.2. Let p ∈ P and p : A→ P be the operator acting by a 7→ ap.
Then, by Proposition 2.1 (1) on the preceding page, p∗ ∈ HomA(P̂ , Â). Thus

there exists a natural paring 〈·, ·〉 : P ⊗A P̂ → Â defined by 〈p, p̂〉 = p∗(p̂),

p̂ ∈ P̂ .

2.2. Berezinian and integration. Consider a complex of differential op-

erators · · · −→ Pk
∆k−→ Pk+1 −→ · · · . Then, by Proposition 2.1 on the page

before, · · · ←− P̂k
∆∗
k←−− P̂k+1 ←− · · · is a complex of differential operators as

well. This complex called adjoint to the initial one.

Definition 2.2. The complex adjoint to the de Rham complex of the alge-
bra A is called the complex of integral forms and is denoted by

0←− Σ0
δ
←− Σ1

δ
←− · · · ,

where Σi = Λ̂i, δ = d∗. The module Σ0 = Â is called the Berezinian (or the
module of the volume forms) and is denoted by B.

Assume that the modules under consideration are projective and of finite
type. Then we have P̂ = HomA(P,B). In particular, Σi = Λ̂i = Di(B).

Let us calculate the Berezinian in the geometrical situation (see Subsec-
tion 1.8), when A = C∞(M).

Theorem 2.2. If A = C∞(M), M being a smooth finite-dimensional man-

ifold, then

(1) Âs = 0 for s 6= n = dimM .

(2) Ân = B = Λn, i.e., the Berezinian coincides with the module of forms

of maximal degree. This isomorphism takes each form ω ∈ Λn to the

cohomology class of the zero-order operator ω : A→ Λn, f 7→ fω.

The proof is similar to that of Theorem 1.19 on page 21 and is left to the
reader.

In the geometrical situation there exists a natural isomorphism Λi →
Dn−i(Λ

n) = Σi which takes ω ∈ Λi to the homomorphism ω : Λn−i → Λn

defined by ω(η) = η ∧ ω, η ∈ Λn−i.

Exercise 2.1. Show that 〈ω1, ω2〉 = ω1 ∧ ω2, ω1 ∈ Λi, ω2 ∈ Λn−i.

Exercise 2.2. Prove that d∗i = (−1)i+1dn−i−1, where di : Λi → Λi+1 is the
de Rham differential.

Thus, in the geometrical situation the complex of integral forms coincides
(up to a sign) with the de Rham complex.

Exercise 2.3. Prove the coordinate formula for the adjoint operator:

(1) if ∆ =
∑

σ aσ
∂|σ|

∂xσ
is a scalar operator, then ∆∗ =

∑
σ(−1)|σ|

∂|σ|

∂xσ
◦aσ;
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(2) if ∆ = ‖∆ij‖ is a matrix operator, then ∆∗ = ‖∆∗
ji‖.

The operator D : Diff+(Λk) → Λk defined on page 8 generates the map∫
: B → H∗(Λ•) from the Berezinian to the de Rham cohomology group of

A. Namely, for any operator ∇ ∈ Diff(A,Λn) satisfying d ◦ ∇ = 0 we set∫
[∇] = [∇(1)], where [·] denotes the cohomology class.

Proposition 2.3. The map
∫

: B → H∗(Λ•) possesses the following prop-

erties:

(1) If ω ∈ Σ1, then
∫
δω = 0.

(2) For any differential operator ∆: P → Q and elements p ∈ P , q̂ ∈ Q̂
the identity ∫

〈∆(p), q̂〉 =

∫
〈p,∆∗(q̂)〉

holds.

Proof. (1) Let ω = [∇] ∈ Σ1. Then δω = [∇ ◦ d] and consequently
∫
ω =

[∇d(1)] = 0.
(2) Let q̂ = [∇] for some operator ∇ : Q→ Λn. Then

∫
〈∆(p), q̂〉 =

∫
[∇∆(p)] =

∫
∇ ◦∆ ◦ p

=

∫
〈p, [∇ ◦∆]〉 =

∫
〈p,∆∗(q̂)〉,

which completes the proof.

Remark 2.1. Note that the Berezinian B is a differential right module (see
Subsection 1.6) and the complex of integral forms may be understood as
the complex dual to the de Rham complex with coefficients in B.

Exercise 2.4. Show that in the geometrical situation the right action of
vector fields can also be defined via X(ω) = −LX(ω), where LX is the Lie
derivative.

Now we establish a relationship between the de Rham cohomology and
the homology of the complex of integral forms.

Proposition 2.4 (algebraic Poincaré duality). There exists a spectral se-

quence (Er
p,q, d

r
p,q) with

E2
p,q = Hp((Σ•)−q),

the homology of complexes of integral forms, and converging to the de Rham

cohomology H(Λ•).
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Proof. Consider the commutative diagram

0 0 0x
x

x
0 −−→ Diff+(A,A)

w
−−→ Diff+(A,Λ1)

w
−−→ Diff+(A,Λ2) −−→ · · ·xd̃

xd̃
xd̃

0 −−→ Diff+(Λ1, A)
w
−−→ Diff+(Λ1,Λ1)

w
−−→ Diff+(Λ1,Λ2) −−→ · · ·xd̃

xd̃
xd̃

0 −−→ Diff+(Λ2, A)
w
−−→ Diff+(Λ2,Λ1)

w
−−→ Diff+(Λ2,Λ2) −−→ · · ·xd̃

xd̃
xd̃

...
...

...

where the differential d̃ : Diff+(Λk+1, P ) → Diff+(Λk, P ) is defined by

d̃(∆) = ∆ ◦ d. The statement follows easily from the standard spectral
sequence arguments.

2.3. Green’s formula. Let Q be an A-module. Then a natural homomor-

phism ξQ : Q→
ˆ̂
Q defined by ξQ(q)(q̂) = 〈q, q̂〉 exists. Consequently, to any

operator ∆: P → Q̂ there corresponds the operator ∆◦ : Q → P̂ , where
∆◦ = ∆∗ ◦ ξQ. This operator will also be called adjoint to ∆.

Remark 2.2. In the geometrical situation the two notions of adjointness
coincide.

Example 2.3. Let q̂ ∈ Q̂ and q̂ : A→ Q̂ be the zero-order operator defined
by a 7→ aq̂. The adjoint operator is q̂ itself understood as an element of
HomA(Q,B).

Proposition 2.5. The correspondence ∆ 7→ ∆◦ possesses the following

properties:

(1) Let ∆ ∈ Diff(P, Q̂) and ∆(p) = [∇p], where ∇p ∈ Diff(Q,Λi). Then

∆◦(q) = [�q], where �q ∈ Diff(P,Λi) and �q(p) = ∇p(q).

(2) For any ∆ ∈ Diff(P, Q̂), one has (∆◦)◦ = ∆.

(3) For any a ∈ A, one has (a∆)◦ = ∆◦ ◦ a.
(4) If ∆ ∈ Diffk(P,B), then ∆◦ = j∗k ◦ (a∆).
(5) If X ∈ D1(B), then X +X◦ = δX ∈ Diff0(A,B) = B.

Proof. Statements (1), (3), and (4) are the direct consequences of the defi-
nition. Statement (2) is implied by (1). Let us prove (5).
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Evidently, δa(j1) = j1(a) − aj1(1) ∈ J 1(A). Hence for an operator ∆ ∈
Diff1(A,P ) one has (δa(j1))

∗(∆) = ∆(a)−a∆(1) = (δa∆)(1). Consequently,

δa(X +X◦)(1) = (δaX)(1) + (δa(j
∗
1))(X) = (δaX)(1)− δa(j1)

∗(X) = 0

and finally δX = j∗1(X) = X◦(1) = X +X◦.

Note that Statements (1) and (4) of Proposition 2.5 on the facing page
can be taken for the definition of ∆◦.

Note now that from Proposition 1.15 on page 16 it follows that the mod-
ules Di(P ), i ≥ 2, can be described as

Di(P ) = {∇ ∈ Diff1(Λ
i−1, P ) | ∇ ◦ d = 0 }.

Taking B for P , one can easily show that δ∇ = ∇◦(1) and the last equality
holds for i = 1 as well. Proposition 2.5 on the facing page shows that the
correspondence ∆ 7→ ∆◦ establishes an isomorphism between the modules
Diff(P, Q̂) and Diff+(Q, P̂ ) which, taking into account Proposition 1.15 on

page 16, means that the Diff-Spencer complex of the module P̂ is isomorphic
to the complex

0←− P̂
µ
←− Diff(P,B)

ω
←− Diff(P,Σ1)

ω
←− Diff(P,Σ2)←− · · · , (2.2)

where ω(∇) = δ ◦ ∇, µ(∇) = ∇◦(1). From Theorem 1.19 on page 21 one
immediately obtains

Theorem 2.6. Complex (2.2) is exact.

Remark 2.3. Let ∆: P → Q be a differential operator. Then obviously the
following commutative diagram takes place:

0 ←−−− Q̂
µ

←−−− Diff(Q,B)
ω

←−−− Diff(Q,Σ1)
ω

←−−− · · ·

∆∗

y
y

y
0 ←−−− P̂

µ
←−−− Diff(P,B)

ω
←−−− Diff(P,Σ1)

ω
←−−− · · ·

As a corollary of Theorem 2.6 we obtain

Theorem 2.7 (Green’s formula). If ∆ ∈ Diff(P, Q̂), p ∈ P, q ∈ Q, then

〈q,∆(p)〉 − 〈∆◦(q), p〉 = δG

for some integral 1-form G ∈ Σ1.

Proof. Consider an operator ∇ ∈ Diff(A,B). Then ∇−∇◦(1) lies in kerµ
and consequently there exists an operator � ∈ Diff(A,Σ1) satisfying ∇−
∇◦(1) = ω(�) = δ ◦ �. Hence, ∇(1) − ∇◦(1) = δG, where G = �(1).
Setting ∇(a) = 〈q,∆(ap)〉 we obtain the result.
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Remark 2.4. The integral 1-form G is dependent on p and q. Let us show
that we can choose G in such a way that the map p× q 7→ G(p, q) is a bidif-
ferential operator. Note first that the map ω : Diff+(A,Σ1) → Diff+(A,B)
is an A-homomorphism. Since the module Diff+(A,B) is projective, there
exists an A-homomorphism κ : imω → Diff+(A,Σ1) such that ω ◦ κ = id.
We can put � = κ(∇−∇(1)). Thus G = κ(∇−∇(1))(1). This proves the
required statement.

Remark 2.5. From algebraic point of view, we see that in the geometrical
situations there is the multitude of misleading isomorphisms, e.q., B = Λn,
∆◦ = ∆∗, etc. In generalized settings, for example, in supercommutative
situation (see Subsection 7.9 on page 132), these isomorphisms disappear.

2.4. The Euler operator. Let P and Q be A-modules. Introduce the
notation

Diff(k)(P,Q) = Diff(P, . . . ,Diff(P︸ ︷︷ ︸
k times

, Q) . . . )

and set Diff(∗)(P,Q) =
⊕∞

k=0 Diff(k)(P,Q). A differential operator ∇ ∈
Diff(k)(P,Q) satisfying the condition

∇(p1, . . . , pi, pi+1, . . . , pk) = σ∇(p1, . . . , pi+1, pi, . . . , pk)

is called symmetric, if σ = 1, and skew-symmetric, if σ = −1 for all i.
The modules of symmetric and skew-symmetric operators will be denoted
by Diffsym

(k) (P,Q) and Diffalt(k)(P,Q), respectively. From Theorem 2.6 on the

preceding page and Corollary 1.3 on page 7 it follows that for any k the
complex

0←− Diff(k)(P,B)
ω
←− Diff(k)(P,Σ1)

ω
←− Diff(k)(P,Σ2)

ω
←− · · · , (2.3)

where ω(∇) = δ ◦∇, is exact in all positive degrees, while its 0-homology is

of the form H0(Diff(k)(P,Σ•)) = Diff(k−1)(P, P̂ ). This result can be refined
in the following way.

Theorem 2.8. The symmetric

0←− Diffsym
(k) (P,B)

ω
←− Diffsym

(k) (P,Σ1)
ω
←− Diffsym

(k) (P,Σ2)
ω
←− · · · (2.4)

and skew-symmetric

0←− Diffalt(k)(P,B)
ω
←− Diffalt(k)(P,Σ1)

ω
←− Diffalt(k)(P,Σ2)

ω
←− · · · (2.5)

are acyclic complexes in all positive degrees, while the 0-homologies denoted

by Lsym
k (P ) and Lalt

k (P ) respectively are of the form

Lsym
k = {∇ ∈ Diffsym

(k−1)(P, P̂ ) | (∇(p1, . . . , pk−2))
◦ = ∇(p1, . . . , pk−2) },

Lalt
k = {∇ ∈ Diffalt(k−1)(P, P̂ ) | (∇(p1, . . . , pk−2))

◦ = −∇(p1, . . . , pk−2) }
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for k > 1 and

Lsym
1 (P ) = Lalt

1 (P ) = P̂ .

Proof. We shall consider the case of symmetric operators only, since the
case of skew-symmetric ones is proved in the same way exactly.

Obviously, the complex (2.4) is a direct summand in (2.3) on the facing
page and due to this fact the only thing we need to prove is that the diagram

Diff(k−1)(P, P̂ )
µ(k−1)
←−−− Diff(k)(P,B)

ρ′

y
yρ

Diff(k−1)(P, P̂ )
µ(k−1)
←−−− Diff(k)(P,B)

is commutative. Here

µ(k−1)(∇)(p1, . . . , pk−1) = (∇(p1, . . . , pk−1))
◦(1),

ρ(∇)(p1, . . . , pk−1, pk) =∇(p1, . . . , pk, pk−1),

ρ′(∇)(p1, . . . , pk−2) = (∇(p1, . . . , pk−2))
◦.

Note that µ(k−1) = Diff(k−1)(µ), where µ is defined in (2.2) on page 31.
To prove commutativity, it suffices to consider the case k = 2. Let ∇ ∈
Diff(2)(P,B) and ∇(p1, p2) = [∆p1,p2]. Then µ(1)(∇)(p1) = [∆′

p1
], where

∆′
p1

(p2) = ∆p1,p2(1). Further, ρ′(µ(1)(∇)) = [∆′′
p1

], where

∆′′
p1

(p2) = ∆′
p2

(p1) = ∆p2,p1(1).

On the other hand, one has ρ(∇)(p1, p2) = ∇(p2, p1) and µ(1)(ρ(∇))(p1) =
[�p1 ], where �p1(p2) = ∆p2,p1(1).

Definition 2.3. The elements of the space Lag(P ) =
⊕∞

k=1L
sym
k (P ) are

called Lagrangians of the module P . An operator L ∈ Diffsym
(∗) (P,B) is

called a density of a Lagrangian L, if L = L mod imω. The natural corre-
spondence E : Diffsym

(∗) (P,B)→ Diffsym
(∗) (P, P̂ ), L 7→ L is called the Euler op-

erator, while operators of the form ∆ = E(L) are said to be Euler–Lagrange

operators.

Theorem 2.8 on the facing page implies the following

Corollary 2.9. For any projective A-module P one has:

(1) An operator ∆ ∈ Diffsym
(∗) (P, P̂ ) is an Euler–Lagrange operator if and

only if ∆ is self-adjoint, i.e., if ∆ ∈ Lsym
∗ (P ).

(2) A density L ∈ Diffsym
(∗) (P,B) corresponds to a trivial Lagrangian, i.e.,

E(L) = 0, if and only if L is a total divergence, i.e., L ∈ imω.
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2.5. Conservation laws. Denote by F the commutative algebra of non-
linear operators5 Diffsym

(∗) (P,A). Then for any A-module Q one has

Diffsym
(∗) (P,Q) = F ⊗A Q.

Let ∆ ∈ F ⊗A Q be a differential operator and let us set F∆ = F/a, where
a denotes the ideal in F generated by the operators of the form � ◦ ∆,
� ∈ Diff(Q,A).

Thus, fixing P , we obtain the functor Q⇒ F⊗AQ and fixing an operator
∆ ∈ Diff(∗)(P,Q) we get the functor Q⇒ F∆⊗AQ acting from the category
MA toMF and toMF∆

respectively, whereM denotes the category of all
modules over the corresponding algebra. These functors in an obvious way

generate natural transformations of the functors Diff
(+)
k (·), Dk(·), etc., and

of their representative objects J k(P ), Λk, etc. For example, to any operator
∇ : Q1 → Q2 there correspond operators F ⊗∇ : F ⊗A Q1 → F ⊗A Q2 and
F∆ ⊗∇ : F∆ ⊗A Q1 → F∆ ⊗A Q2.

These natural transformations allow us to lift the theory of linear differ-
ential operators from A to F and to restrict the lifted theory to F∆. They
are in parallel to the theory of C-differential operators (see the next section).

The natural embeddings

Diffsym
(k) (P,R) →֒ Diffsym

(k−1)(P,Diff(P,R))

generate the map ℓ : F⊗AR→ F⊗ADiff(P,R), ϕ 7→ ℓϕ, which is called the
universal linearization. Using this map, we can rewrite Corollary 2.9 (1)
on page 33 in the form ℓ∆ = ℓ◦∆ while the Euler operator is written as
E(L) = ℓ◦L(1). Note also that ℓϕψ = ϕℓψ + ψℓϕ for any ϕ, ψ ∈ F ⊗A R.

Definition 2.4. The group of conservation laws for the algebra F∆ (or for
the operator ∆) is the first homology group of the complex of integral forms

0←− F∆ ⊗A B ←− F∆ ⊗A Σ1 ←− F∆ ⊗A Σ2 ←− · · · (2.6)

with coefficients in F∆.

5In geometrical situation, this algebra is identified with the algebra of polynomial
functions on infinite jets (see the next section).
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3. Jets and nonlinear differential equations. Symmetries

We expose here main facts concerning geometrical approach to jets (finite
and infinite) and to nonlinear differential operators. We shall confine our-
selves with the case of vector bundles, though all constructions below can
be carried out—with natural modifications—for an arbitrary locally trivial
bundle π (and even in more general settings). For further reading, the books
[32, 34] together with the paper [62] are recommended.

3.1. Finite jets. Let M be an n-dimensional smooth, i.e., of the class C∞,
manifold and π : E → M be a smooth m-dimensional vector bundle over
M . Denote by Γ(π) the C∞(M)-module of sections of the bundle π. For
any point x ∈ M we shall also consider the module Γloc(π; x) of all local

sections at x.
For a section ϕ ∈ Γloc(π; x) satisfying ϕ(x) = θ ∈ E, consider its graph

Γϕ ⊂ E and all sections ϕ′ ∈ Γloc(π; x) such that

(a) ϕ(x) = ϕ′(x);
(b) the graph Γϕ′ is tangent to Γϕ with order k at θ.

Conditions (a) and (b) determine equivalence relation ∼kx on Γloc(π; x) and
we denote the equivalence class of ϕ by [ϕ]kx. The quotient set Γloc(π; x)/∼kx
becomes an R-vector space, if we put

[ϕ]kx + [ψ]kx = [ϕ+ ψ]kx, a[ϕ]kx = [aϕ]kx, ϕ, ψ ∈ Γloc(π; x), a ∈ R,

while the natural projection Γloc(π; x) → Γloc(π; x)/ ∼kx becomes a linear
map. We denote this quotient space by Jkx (π). Obviously, J0

x(π) coincides
with Ex = π−1(x).

The tangency class [ϕ]kx is completely determined by the point x and
partial derivatives at x of the section ϕ up to order k. From here it follows
that Jkx (π) is finite-dimensional with

dim Jkx (π) = m

k∑

i=0

(
n+ i− 1

n− 1

)
= m

(
n+ k

k

)
. (3.1)

Definition 3.1. The element [ϕ]kx ∈ J
k
x(π) is called the k-jet of the section

ϕ ∈ Γloc(π; x) at the point x.

The k-jet of ϕ at x can be identified with the k-th order Taylor expansion
of the section ϕ. From the definition it follows that it is independent of
coordinate choice.

Consider now the set

Jk(π) =
⋃

x∈M

Jkx (π) (3.2)
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and introduce a smooth manifold structure on Jk(π) in the following way.
Let {Uα}α be an atlas in M such that the bundle π becomes trivial over
each Uα, i.e., π−1(Uα) ≃ Uα × F , where F is the “typical fiber”. Choose a
basis eα1 , . . . , e

α
m of local sections of π over Uα. Then any section of π |Uα

is representable in the form ϕ = u1eα1 + · · · + umeαm and the functions
x1, . . . , xn, u

1, . . . , um, where x1, . . . , xn are local coordinates in Uα, con-
stitute a local coordinate system in π−1(Uα). Let us define the functions
ujσ :

⋃
x∈Uα

Jkx (π)→ R, where σ = i1 . . . ir, |σ| = r ≤ k, by

ujσ([ϕ]kx) =
∂|σ|uj

∂xi1 · · ·∂xir

∣∣∣∣
x

. (3.3)

Then these functions, together with local coordinates x1, . . . , xn, determine
the map fα :

⋃
x∈Uα

Jkx (π) → Uα × R
N , where N is the number defined

by (3.1) on the page before. Due to computation rules for partial derivatives
under coordinate transformations, the map

(fα ◦ f
−1
β )

∣∣
Uα∩Uβ : (Uα ∩ Uβ)× R

N → (Uα ∩ Uβ)×R
N

is a diffeomorphism preserving the natural projection (Uα ∩ Uβ) × R
N →

(Uα ∩ Uβ). Thus we have proved the following result:

Proposition 3.1. The set Jk(π) defined by (3.2) is a smooth manifold

while the projection πk : Jk(π) → M , πk : [ϕ]kx 7→ x, is a smooth vector

bundle.

Definition 3.2. Let π : E → M be a smooth vector bundle, dimM = n,
dimE = n +m.

(1) The manifold Jk(π) is called the manifold of k-jets for π;
(2) The bundle πk : Jk(π)→M is called the bundle of k-jets for π;
(3) The above constructed local coordinates {xi, ujσ}, i = 1, . . . , n, j =

1, . . . , m, |σ| ≤ k, are called the special coordinate system on Jk(π)
associated to the trivialization {Uα}α of the bundle π.

Obviously, the bundle π0 coincides with π.
Since tangency of two manifolds with order k implies tangency with less

order, there exists a map

πk,l : J
k(π)→ J l(π), [ϕ]kx 7→ [ϕ]lx, k ≥ l,

which is a smooth fiber bundle. If k ≥ l ≥ s, then obviously

πl,s ◦ πk,l = πk,s, πl ◦ πk,l = πk. (3.4)

On the other hand, for any section ϕ ∈ Γ(π) (or ∈ Γloc(π; x)) we can
define the map jk(ϕ) : M → Jk(π) by setting jk(ϕ)(x) = [ϕ]kx. Obviously,
jk(ϕ) ∈ Γ(πk) (respectively, jk(ϕ) ∈ Γloc(πk; x)).
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Definition 3.3. The section jk(ϕ) is called the k-jet of the section ϕ. The
correspondence jk : Γ(π)→ Γ(πk) is called the k-jet operator.

From the definition it follows that

πk,l ◦ jk(ϕ) = jl(ϕ), j0(ϕ) = ϕ, k ≥ l, (3.5)

for any ϕ ∈ Γ(π).
Let ϕ, ψ ∈ Γ(π) be two sections, x ∈ M and ϕ(x) = ψ(x) = θ ∈ E. It is

a tautology to say that the manifolds Γϕ and Γψ are tangent to each other
with order k+ l at θ or that the manifolds Γjk(ϕ),Γjk(ψ) ⊂ Jk(π) are tangent
with order l at the point θk = jk(ϕ)(x) = jk(ψ)(x).

Definition 3.4. Let θk ∈ Jk(π). An R-plane at θk is an n-dimensional
plane tangent to a manifold of the form Γjk(ϕ) such that [ϕ]kx = θk.

Immediately from definitions we obtain the following result.

Proposition 3.2. Consider a point θk ∈ Jk(π). Then the fiber of the bun-

dle πk+1,k : Jk+1(π) → Jk(π) over θk coincides with the set of all R-planes

at θk.

For θk+1 ∈ Jk+1(π), we shall denote the corresponding R-plane at θk =
πk+1,k(θk+1) by Lθk+1

⊂ Tθk(J
k(π)).

3.2. Nonlinear differential operators. Let us consider now the algebra
of smooth functions on Jk(π) and denote it by Fk = Fk(π). Take another
vector bundle π′ : E ′ → M and consider the pull-back π∗

k(π
′). Then the

set of sections of π∗
k(π

′) is a module over Fk(π) and we denote this module
by Fk(π, π′). In particular, Fk(π) = Fk(π, 1M), where 1M is the trivial
one-dimensional bundle over M .

The surjections πk,l and πk for all k ≥ l ≥ 0 generate the natural em-
beddings νk,l = π∗

k,l : Fl(π, π
′) → Fk(π, π′) and νk = π∗

k : Γ(π′) → Fk(π, π′).
Due to (3.4) on the facing page, we have the equalities

νk,l ◦ νl,s = νk,s, νk,l ◦ νl = νk, k ≥ l ≥ s. (3.6)

Identifying Fl(π, π′) with its image in Fk(π, π′) under νk,l, we can consider
Fk(π, π

′) as a filtered module,

Γ(π′) →֒ F0(π, π
′) →֒ · · · →֒ Fk−1(π, π

′) →֒ Fk(π, π
′), (3.7)

over the filtered algebra C∞(M) →֒ F0 →֒ · · · →֒ Fk−1 →֒ Fk with the
embeddings Fk · Fl(π, π′) ⊂ Fmax(k , l)(π, π

′). Let F ∈ Fk(π, π′). Then we
have the correspondence

∆ = ∆F : Γ(π)→ Γ(π′), ∆(ϕ) = jk(ϕ)∗(F ), ϕ ∈ Γ(π). (3.8)
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Definition 3.5. A correspondence ∆ of the form (3.8) on the page before is
called a (nonlinear) differential operator of order ≤ k acting from the bundle
π to the bundle π′. In particular, when ∆(aϕ + bψ) = a∆(ϕ) + b∆(ψ),
a, b ∈ R, the operator ∆ is said to be linear.

Example 3.1. Let us show that the k-jet operator jk : Γ(π)→ Γ(πk) (Def-
inition 3.3 on the preceding page) is differential. To do this, recall that the
total space of the pull-back π∗

k(πk) consists of points (θk, θ
′
k) ∈ J

k(π)×Jk(π)
such that πk(θk) = πk(θ

′
k). Consequently, we may define the diagonal sec-

tion ρk ∈ Fk(π, πk) of the bundle π∗
k(πk) by setting ρk(θk) = θk. Obviously,

jk = ∆ρk , i.e.,

jk(ϕ)∗(ρk) = jk(ϕ), ϕ ∈ Γ(π).

The operator jk is linear.

Example 3.2. Let τ ∗ : T ∗M → M be the cotangent bundle of M and
τ ∗p :

∧p T ∗M →M be its p-th exterior power. Then the de Rham differential

d is a first order linear differential operator acting from τ ∗p to τ ∗p+1, p ≥ 0.

Let us prove now that composition of nonlinear differential operators is a
differential operator again. Let ∆: Γ(π)→ Γ(π′) be a differential operator
of order ≤ k. For any θk = [ϕ]kx ∈ J

k(π), set

Φ∆(θk) = [∆(ϕ)]0x = (∆(ϕ))(x). (3.9)

Evidently, the map Φ∆ is a morphism of fiber bundles (but not of vector
bundles!), i.e., π′ ◦ Φ∆ = πk.

Definition 3.6. The map Φ∆ is called the representative morphism of the
operator ∆.

For example, for ∆ = jk we have Φjk = idJk(π). Note that there ex-
ists a one-to-one correspondence between nonlinear differential operators
and their representative morphisms: one can easily see it just by inverting
equality (3.9). In fact, if Φ: Jk(π)→ E ′ is a morphism of π to π′, a section
ϕ ∈ F(π, π′) can be defined by setting ϕ(θk) = (θk,Φ(θk)) ∈ Jk(π) × E ′.
Then, obviously, Φ is the representative morphism for ∆ = ∆ϕ.

Definition 3.7. Let ∆: Γ(π)→ Γ(π′) be a k-th order differential operator.
Its l-th prolongation is the composition ∆(l) = jl ◦∆: Γ(π)→ Γ(πl).

Lemma 3.3. For any k-th order differential operator ∆, its l-th prolonga-

tion is a (k + l)-th order operator.

Proof. In fact, for any θk+l = [ϕ]k+lx ∈ Jk+l(π) set Φ
(l)
∆ (θk+l) = [∆(ϕ)]lx ∈

J l(π). Then the operator, for which the morphism Φ
(l)
∆ is representative,

coincides with ∆(l).
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Corollary 3.4. The composition ∆′ ◦ ∆ of two nonlinear differential op-

erators ∆: Γ(π) → Γ(π′) and ∆′ : Γ(π′) → Γ(π′′) of orders ≤ k and ≤ k′

respectively is a (k + k′)-th order differential operator.

Proof. Let Φ
(k′)
∆ : Jk+k

′
(π) → Jk

′
(π′) be the representative morphism for

∆(k′). Then the operator �, for which the composition Φ∆′ ◦ Φ
(k′)
∆ is the

representative morphism, coincides with ∆′ ◦∆.

The following obvious proposition describes main properties of prolonga-
tions and representative morphisms.

Proposition 3.5. Let ∆: Γ(π) → Γ(π′) and ∆′ : Γ(π′) → Γ(π′′) be two

differential operators of orders k and k′ respectively. Then:

(1) Φ∆′◦∆ = Φ∆′ ◦ Φ
(k′)
∆ ,

(2) Φ
(l)
∆ ◦ jk+l(ϕ) = ∆(l)(ϕ) for any ϕ ∈ Γ(π) and l ≥ 0,

(3) πl,l′ ◦ Φ
(l)
∆ = Φ

(l′)
∆ ◦ πk+l,k+l′, i.e., the diagram

Jk+l(π)
Φ

(l)
∆−−−→ J l(π′)

πk+l,k+l′

y
yπ′

l,l′

Jk+l
′
(π)

Φ
(l′)
∆−−−→ J l

′
(π′)

(3.10)

is commutative for all l ≥ l′ ≥ 0.

3.3. Infinite jets. We now pass to infinite limit in all previous construc-
tions.

Definition 3.8. The space of infinite jets J∞(π) of the fiber bundle
π : E →M is the inverse limit of the sequence

· · · −→ Jk+1(π)
πk+1,k
−−−→ Jk(π) −→ · · · −→ J1(π)

π1,0
−−→ E

π
−→ M,

i.e., J∞(π) = proj lim{πk,l}
Jk(π).

Thus a point θ of J∞(π) is a sequence of points {θk}k≥0, θk ∈ Jk(π),
such that πk,l(θk) = θl, k ≥ l. Points of J∞(π) can be understood as m-
dimensional formal series and can be represented in the form θ = [ϕ]∞x , ϕ ∈
Γloc(π).

A special coordinate system associated to a trivialization {Uα}α is given
by the functions x1, . . . , xn, . . . , u

j
σ, . . . .

A tangent vector to J∞(π) at a point θ is defined as a system of vectors
{w, vk}k≥0 tangent to M and to Jk(π) respectively such that (πk)∗vk = w,
(πk,l)∗vk = vl for all k ≥ l ≥ 0.



40

A smooth bundle ξ over J∞(π) is a system of bundles η : Q → M ,
ξk : Pk → Jk(π) together with smooth maps Ψk : Pk → Q, Ψk,l : Pk → Pl,
k ≥ l ≥ 0, such that

Ψl ◦Ψk,l = Ψk, Ψk,l ◦Ψl,s = Ψk,s, k ≥ l ≥ s ≥ 0

For example, if η : Q→ M is a bundle, then the pull-backs π∗
k(η) : π∗

k(Q)→
Jk(π) together with natural projections π∗

k(Q) → π∗
l (Q) and π∗

k(Q) → Q
form a bundle over J∞(π). We say that ξ is a vector bundle over J∞(π),
if η and all ξk are vector bundles while the maps Ψk and Ψk,l are fiberwise
linear.

A smooth map of J∞(π) to J∞(π′), where π : E → M , π′ : E ′ → M ′,
is defined as a system F of maps F−∞ : M → M ′, Fk : Jk(π) → Jk−s(π′),
k ≥ s, where s ∈ Z is a fixed integer called the degree of F , such that

πk−r,k−s−1 ◦ Fk = Fk−1 ◦ πk,k−1, k ≥ s+ 1,

and

πk−s ◦ Fk = F−∞ ◦ πk, k ≥ s.

For example, if ∆: Γ(π) → Γ(π′) is a differential operator of order s, then

the system of maps F−∞ = idM , Fk = Φ
(k−s)
∆ , k ≥ s (see the previous

subsection), is a smooth map of J∞(π) to J∞(π′).
A smooth function on J∞(π) is an element of the direct limit F = F(π) =

inj lim{π∗
k,l}
Fk(π), where Fk(π) is the algebra of smooth functions on Jk(π).

Thus, a smooth function on J∞(π) is a function on Jk(π) for some finite
but an arbitrary k. The set F = F(π) of such functions is identified with⋃∞
k=0Fk(π) and forms a commutative filtered algebra. Using duality be-

tween smooth manifolds and algebras of smooth functions on these mani-
folds, we deal in what follows with the algebra F(π) rather than with the
manifold J∞(π) itself.

From this point of view, a vector field on J∞(π) is a filtered derivation of
F(π), i.e., an R-linear map X : F(π)→ F(π) such that

X(fg) = fX(g) + gX(f), f, g ∈ F(π), X(Fk(π)) ⊂ Fk+l(π)

for all k and some l = l(X). The latter is called the filtration degree of the
field X. The set of all vector fields is a filtered Lie algebra over R with
respect to commutator [X, Y ] and is denoted by D(π) =

⋃
l≥0 D(l)(π).

Differential forms of degree i on J∞(π) are defined as elements of the
filtered F(π)-module Λi = Λi(π) =

⋃
k≥0 Λi(πk), where Λi(πk) = Λi(Jk(π))

and the module Λi(πk) is considered to be embedded into Λi(πk+1) by the
map π∗

k+1,k. Defined in such a way, these forms possess all basic properties
of differential forms on finite-dimensional manifolds. Let us mention the
most important ones:
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(1) The module Λi(π) is the i-th exterior power of Λ1(π), Λi(π) =∧i Λ1(π). Respectively, the operation of wedge product ∧ : Λp(π) ⊗
Λq(π) → Λp+q(π) is defined and Λ∗(π) =

⊕
i≥0 Λi(π) becomes a su-

percommutative Z-graded algebra.
(2) The module D(π) is dual to Λ1(π), i.e.,

D(π) = Homφ

F(π)(Λ
1(π),F(π)), (3.11)

where Homφ

F(π)(·, ·) denotes the module of filtered homomorphisms

over F(π). Moreover, equality (3.11) is established in the following
way: there is a derivation d : F(π)→ Λ1(π) (the de Rham differential

on J∞(π)) such that for any vector field X there exists a uniquely
defined filtered homomorphism fX satisfying fX ◦ d = X.

(3) The operator d is extended up to maps d : Λi(π)→ Λi+1(π) in such a
way that the sequence

0 −→ F(π)
d
−→ Λ1(π) −→ · · · −→ Λi(π)

d
−→ Λi+1(π) −→ · · ·

becomes a complex, i.e., d◦d = 0. This complex is called the de Rham

complex on J∞(π). The latter is a derivation of the superalgebra
Λ∗(π).

Using algebraic techniques (see Section 1), we can introduce the notions
of inner product and Lie derivative and to prove their basic properties (cf.
Proposition 1.14 on page 15). We can also define linear differential operators

over J∞(π) as follows. Let P and Q be two filtered F(π)-modules and

∆ ∈ Homφ

F(π)(P,Q). Then ∆ is called a linear differential operator of order

≤ k acting from P to Q, if

(δf0 ◦ δf1 ◦ · · · ◦ δfk)∆ = 0

for all f0, . . . , fk ∈ F(π), where, as in Section 1, (δf∆)p = ∆(fp)− f∆(p).
We write k = ord(∆).

Due to existence of filtrations in the algebra F(π), as well as in modules
P and Q, one can define differential operators of infinite order acting from
P to Q. Namely, let P = {Pl}, Q = {Ql}, Pl ⊂ Pl+1, Ql ⊂ Ql+1, Pl and

Ql being Fl(π)-modules. Let ∆ ∈ Homφ

F(π)(P,Q) and s be filtration of ∆,

i.e., ∆(Pl) ⊂ Ql+s. We can always assume that s ≥ 0. Suppose now that
∆l = ∆ |Pl : Pl → Ql is a linear differential operator of order ol over Fl(π)
for any l. Then we say that ∆ is a linear differential operator of order
growth ol. In particular, if ol = αl + β, α, β ∈ R, we say that ∆ is of
constant growth α.

Distributions. Let θ ∈ J∞(π). The tangent plane to J∞(π) at the point θ
is the set of all tangent vectors to J∞(π) at this point (see above). Denote
such a plane by Tθ = Tθ(J

∞(π)). Let θ = {x, θk}, x ∈ M , θk ∈ J
k(π) and
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v = {w, vk}, v′ = {w′, v′k} ∈ Tθ. Then the linear combination λv + µv′ =
{λw + µw′, λvk + µv′k} is again an element of Tθ and thus Tθ is a vector
space. A correspondence T : θ 7→ Tθ ⊂ Tθ, where Tθ is a linear subspace, is
called a distribution on J∞(π). Denote by T D(π) ⊂ D(π) the submodule of
vector fields lying in T , i.e., a vector field X belongs to T D(π) if and only if
Xθ ∈ Tθ for all θ ∈ J∞(π). We say that the distribution T is integrable, if it
satisfies the formal Frobenius condition: for any vector fields X, Y ∈ T D(π)
their commutator lies in T D(π) as well, or [T D(π), T D(π)] ⊂ T D(π).

This condition can expressed in a dual way as follows. Let us set

T 1Λ(π) = {ω ∈ Λ1(π) | iXω = 0, X ∈ T D(π) }

and consider the ideal T Λ∗(π) generated in Λ∗(π) by T 1Λ(π). Then the
distribution T is integrable if and only if the ideal T Λ∗(π) is differentially
closed: d(T Λ∗(π)) ⊂ T Λ∗(π).

Finally, we say that a submanifold N ⊂ J∞(π) is an integral manifold

of T , if TθN ⊂ Tθ for any point θ ∈ N . An integral manifold N is called
locally maximal at a point θ ∈ N , if there no neighborhood U ⊂ N of θ is
embedded to other integral manifold N ′ such that dimN ≤ dimN ′.

3.4. Nonlinear equations and their solutions. Let π : E → M be a
vector bundle.

Definition 3.9. A submanifold E ⊂ Jk(π) is called a (nonlinear) differen-

tial equation of order k in the bundle π. We say that E is a linear equation,
if E ∩ π−1

x (x) is a linear subspace in π−1
x (x) for all x ∈ M . In other words,

E is a linear subbundle in the bundle πk.

We shall always assume that E is projected surjectively to E under πk,0.

Definition 3.10. A (local) section f of the bundle π is called a (local)
solution of the equation E , if its graph lies in E : jk(f)(M) ⊂ E .

We say that the equation E is determined, if codim E = dim π, that it
is overdetermined, if codim E > dim π, and that it is underdetermined, if
codim E < dim π.

Obviously, in a special coordinate system these definitions coincide with
“usual” ones.

One of the ways to represent differential equations is as follows. Let
π′ : R

r × Ū → Ū be the trivial r-dimensional bundle. Then the set of
functions (F 1, . . . , F r) can be understood as a section ϕ of the pull-back
(πk |U )∗ (π′), or as a nonlinear operator ∆ = ∆ϕ defined in U , while the
equation E is characterized by the condition

E ∩ U = { θk ∈ U | ϕ(θk) = 0 }. (3.12)
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More generally, any equation E ⊂ Jk(π) can be represented in the form
similar to (3.12) on the facing page. Namely, for any equation E there
exists a fiber bundle π′ : E ′ → M and a section ϕ ∈ Fk(π, π) such that E
coincides with the set of zeroes for ϕ: E = {ϕ = 0}. In this case we say that
E is associated to the operator ∆ = ∆ϕ : Γ(π)→ Γ(π′) and use the notation
E = E∆.

Example 3.3. Let π = τ ∗p :
∧p T ∗M → M , π′ = τ ∗p+1 :

∧p+1 T ∗M → M

and d : Γ(π) = Λp(M)→ Γ(π′) = Λp+1(M) be the de Rham differential (see
Example 3.2 on page 38). Thus we obtain a first-order equation Ed in the
bundle τ ∗p . Consider the case p = 1, n ≥ 2 and choose local coordinates

x1, . . . , xn in M . Then any form ω ∈ Λ1(M) is represented as ω = u1dx1 +
· · · + undxn and we have Ed = { uji = uij | i < j }. This equation is
underdetermined when n = 2, determined for n = 3 and overdetermined for
n > 3.

Example 3.4. Consider an arbitrary vector bundle π : E → M and a dif-
ferential form ω ∈ Λp(Jk(π)), p ≤ dimM . Then the condition jk(ϕ)∗(ω) =
0, ϕ ∈ Γ(π), determines a (k + 1)-st order equation Eω in the bundle π.
Consider the case p = dimM = 2, k = 1 and choose a special coordinate
system x, y, u, ux, uy in J1(π). Let ϕ = ϕ(x, y) be a local section and

ω = Adux ∧ duy + (B1dux +B2duy) ∧ du+ dux ∧ (B11dx+B12dy)

+ duy ∧ (B21dx+B22dy) + du ∧ (C1dx+ C2dy) +Ddx ∧ dy,

where A,Bi, Bij, Ci, D are functions of x, y, u, ux, uy. Then we have

j1(ϕ)∗ω =
(
Aϕ(ϕxxϕyy − ϕ

2
xy) + (ϕyB

ϕ
1 +Bϕ

12)ϕxx

− (ϕxB
ϕ
2 +Bϕ

12)ϕyy + (ϕyB
ϕ
2 − ϕxB

ϕ
1 +Bϕ

22 − B
ϕ
11)ϕxy

+ ϕxC
ϕ
2 − ϕyC

ϕ
1 +Dϕ)

)
dx ∧ dy,

where F ϕ = j1(ϕ)∗F for any F ∈ F1(π). Hence, the equation Eω is of the
form

a(uxxuyy − u
2
xy) + b11uxx + b12uxy + b22uyy + c = 0, (3.13)

where a = A, b11 = uyB1 + B12, b12 = uyB2 − uxB1 + B22 − B11, b22 =
uxB2 +B12, c = uxC2 − uyC1 +D are functions on J1(π). Equation (3.13)
is the so-called two-dimensional Monge–Ampere equation and obviously any
such an equation can be represented as Eω for some ω ∈ Λ1(J1(π)) (see [36]
for more details).

Example 3.5. Consider again a bundle π : E →M and a section ∇ : E →
J1(π) of the bundle π1,0 : J1(π)→ E. Then the graph E∇ = ∇(E) ⊂ J1(π)
is a first-order equation in the bundle π. Let θ1 ∈ E∇. Then, due to
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Proposition 3.2 on page 37, the point θ1 is identified with the pair (θ0, Lθ1),
where θ0 = π1,0(θ1) ∈ E, while Lθ1 is the R-plane at θ0 corresponding to
θ1. Hence, the section ∇ (or the equation E∇) may be understood as a
distribution of horizontal (i.e., nondegenerately projected to TxM under
(πk)∗, where x = πk(θk)) n-dimensional planes on E: T∇ : E ∋ θ 7→ θ1 =
L∇(θ). In other words, ∇ is a connection in the bundle π. A solution of
the equation E∇, by definition, is a section ϕ ∈ Γ(π) such that j1(ϕ)(M) ⊂
∇(E). It means that at any point θ = ϕ(x) ∈ ϕ(M) the plane T∇(θ) is
tangent to the graph of the section ϕ. Thus, solutions of E∇ coincide with
integral manifolds of T∇.

In a local coordinate system (x1, . . . , xn, u
1, . . . , um, . . . , uji , . . . ), i =

1, . . . , n, j = 1, . . . , m, the equation E∇ is represented as

uji = ∇j
i (x1, . . . , xn, u

1, . . . , um), i = 1, . . . , n, j = 1, . . . , m, (3.14)

∇j
i being smooth functions.

Example 3.6. As we saw in the previous example, to solve the equation E∇
is the same as to find integral n-dimensional manifolds of the distribution
T∇. Hence, the former to be solvable, the latter is to satisfy the Frobenius
theorem. Thus, for solvable E∇ we obtain conditions on the section ∇ ∈
Γ(π1,0). Let write down these conditions in local coordinates.

Using representation (3.14), note that T∇ is given by 1-forms

ωj = duj −
n∑

i=1

∇j
idxi, j = 1, . . . , m.

Hence, the integrability conditions may be expressed as

dωj =

m∑

i=1

ρji ∧ ωi, j = 1, . . . , m,

for some 1-forms ρii. After elementary computations, we obtain that the
functions ∇j

i must satisfy the following relations:

∂∇j
α

∂xβ
+

m∑

γ=1

∇γ
α

∂∇j
β

∂uγ
=
∂∇j

β

∂xα
+

m∑

γ=1

∇γ
β

∂∇j
α

∂uγ
(3.15)

for all j = 1, . . . , m, 1 ≤ α < β ≤ m. Thus we got a naturally con-
structed first-order equation I(π) ⊂ J1(π1,0), whose solutions are horizontal
n-dimensional distributions in E = J0(π).

3.5. Cartan distribution on Jk(π). We shall now introduce a very impor-
tant structure on Jk(π) responsible for “individuality” of these manifolds.

Definition 3.11. Let π : E → M be a vector bundle. Consider a point
θk ∈ Jk(π) and the span Ckθk ⊂ Tθk(J

k(π)) of all R-planes at the point θk.
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(1) The correspondence Ck = Ck(π) : θk 7→ Ckθk is called the Cartan dis-

tribution on Jk(π).
(2) Let E ⊂ Jk(π) be a differential equation. Then the correspondence
Ck(E) : E ∋ θk 7→ Ckθk ∩ TθkE ⊂ TθkE is called the Cartan distribution

on E . We call elements of the Cartan distributions Cartan planes.
(3) A point θk ∈ E is called regular, if the Cartan plane Ckθk(E) is of

maximal dimension. We say that E is a regular equation, if all its
points are regular.

In what follows, we deal with regular equations or with neighborhoods of
regular points. As it can be easily seen, for any regular point there exists a
neighborhood of this point all points of which are regular.

Let θk ∈ Jk(π) be represented in the form

θk = [ϕ]kx, ϕ ∈ Γ(π), x = πk(θk). (3.16)

Then, by definition, the Cartan plane Ckθk is spanned by the vectors

jk(ϕ)∗,x(v), v ∈ TxM, (3.17)

for all ϕ ∈ Γloc(π) satisfying (3.16).
Let x1, . . . , xn, . . . , u

j
σ, . . . , j = 1, . . . , m, |σ| ≤ k, be a special coordinate

system in a neighborhood of θk. The vectors of the form (3.17) can be
expressed as linear combinations of the vectors

∂

∂xi
+
∑

|σ|≤k

m∑

j=1

∂|σ|+1ϕj

∂xσ∂xi

∂

∂ujσ
, (3.18)

where i = 1, . . . , n. Using this representation, we prove the following result:

Proposition 3.6. For any point θk ∈ J
k(π), k ≥ 1, the Cartan plane Ckθk

is of the form Ckθk = (πk,k−1)
−1
∗ (Lθk), where Lθk is the R-plane at the point

πk,k−1(θk) ∈ Jk−1(π) determined by the point θk.

Proof. Denote the vector (3.18) by vk,ϕi . It is obvious that for any two

sections ϕ and ϕ′ satisfying (3.16) the difference vk,ϕi − vk,ϕ
′

i is a πk,k−1-
vertical vector and any such a vector can be obtained in this way. On the
other hand, the vectors vk−1,ϕ

i do not depend on section ϕ satisfying (3.16)
and form a basis in the space Lθk .

Remark 3.1. From the result proved it follows that the Cartan distribution
on Jk(π) can be locally considered as generated by the vector fields

D
(k−1)
i =

∂

∂xi
+

∑

|σ|≤k−1

m∑

j=1

ujσi
∂

∂ujσ
, V s

τ =
∂

∂usτ
, |τ | = k, s = 1, . . . , m.

(3.19)
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From here, by direct computations, it follows that [V s
τ , D

(k−1)
i ] = V s

τ−i, where

V s
τ−i =

{
Vτ ′, if τ = τ ′i,
0, if τ does not contain i.

But, as it follows from Proposition 3.6 on the preceding page, vector fields
V j
σ for |σ| ≤ k do not lie in Ck. Thus, the Cartan distribution on Jk(π) is

not integrable.

Introduce 1-forms in special coordinates on Jk+1(π):

ωjσ = dujσ −
n∑

i=1

ujσidxi, (3.20)

where j = 1, . . . , m, |σ| < k. From the representation (3.19) on the page
before we immediately obtain the following important property of the forms
introduced:

Proposition 3.7. The system of forms (3.20) annihilates the Cartan dis-

tribution on Jk(π), i.e., a vector field X lies in Ck if and only if iXω
j
σ = 0

for all j = 1, . . . , m, |σ| < k.

Definition 3.12. The forms (3.20) are called the Cartan forms on Jk(π)
associated to the special coordinate system xi, u

j
σ.

Note that the Fk(π)-submodule generated in Λ1(Jk(π) by the forms (3.20)
is independent of the choice of coordinates.

Definition 3.13. The Fk(π)-submodule generated in Λ1(Jk(π)) by the
Cartan forms is called the Cartan submodule. We denote this submodule
by CΛ1(Jk(π)).

We shall now describe maximal integral manifolds of the Cartan distri-
bution on Jk(π). Let N ⊂ Jk(π) be an integral manifold of the Cartan
distribution. Then from Proposition 3.7 it follows that the restriction of
any Cartan form ω to N vanishes. Similarly, the differential dω vanishes on
N . Therefore, if vector fields X, Y are tangent to N , then dω |N (X, Y ) = 0.

Definition 3.14. Let Ckθk be the Cartan plane at θ ∈ J (π).

(1) Two vectors v, w ∈ Ckθk are said to be in involution, if dωθk(v, w) = 0

for any ω ∈ CΛ1(Jk(π)).
(2) A subspace W ⊂ Ckθk is said to be involutive, if any two vectors

v, w ∈W are in involution.
(3) An involutive subspace is called maximal, if it cannot be embedded

into any other involutive subspace.
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Consider a point θk = [ϕ]kx ∈ J
k(π). Then from Proposition 3.7 on the

facing page it follows that the direct sum decomposition Ckθk = T vθk⊕T
ϕ
θk

takes
place, where T vθk denotes the tangent plane to the fiber of the projection
πk,k−1 passing through the point θk, while T ϕθk is the tangent plane to the
graph of jk(ϕ). Hence, the involutiveness is sufficient to be checked for the
following pairs of vectors v, w ∈ Ckθk :

(1) v, w ∈ T vθk ;
(2) v, w ∈ T ϕθk ;
(3) v ∈ T vθk , w ∈ T

ϕ
θk

.

Note now that the tangent space T vθk is identified with the tensor product

Sk(T ∗
x )⊗Ex, x = πk(θk) ∈M , where T ∗

x is the fiber of the cotangent bundle
to M at x, Ex is the fiber of the bundle π at the same point while Sk denotes
the k-th symmetric power. Then any vector w ∈ TxM determines the map
δw : Sk(T ∗

x )⊗Ex → Sk−1(T ∗
x )⊗ Ex by

δw(ρ1 · . . . · ρk)⊗ e =
k∑

i=1

ρ1 · . . . · 〈ρi, w〉 · . . . · ρk ⊗ e,

where the dot “ · ” denotes multiplication in Sk(T ∗
x ), ρi ∈ T ∗

x , e ∈ Ex while
〈·, ·〉 is the natural pairing between T ∗

x and Tx.

Proposition 3.8. Let v, w ∈ Ckθk . Then:

(1) All pairs v, w ∈ T vθk are in involution.

(2) All pairs v, w ∈ T ϕθk are in involution too. If v ∈ T vθk and w ∈ T ϕθk ,
then they are in involution if and only if δ(πk)∗(w)v = 0.

Proof. Note first that the involutiveness conditions are sufficient to check
for the Cartan forms (3.20) on the preceding page only. The all three
results follow from the representation (3.19) on page 45 by straightforward
computations.

Let θk ∈ Jk(π) and Fθk be the fiber of the bundle πk,k−1 passing through
the point θk while H ⊂ TxM be a linear subspace. Using the linear struc-
ture, we identify the fiber Fθk of the bundle πk,k−1 with its tangent space
and define the space

Ann(H) = { v ∈ Fθk | δwv = 0, ∀w ∈ H }.

Then, as it follows from Proposition 3.8, the following description of maxi-
mal involutive subspaces takes place:

Corollary 3.9. Let θk = [ϕ]kx, ϕ ∈ Γloc(π). Then any maximal involutive

subspace V ⊂ Ckθk(π) is of the form V = jk(ϕ)∗(H) ⊕ Ann(H) for some

H ⊂ TxM .
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If V is a maximal involutive subspace, then the corresponding space H
is obviously πk,∗(V ). We call the dimension of H the type of the maximal
involutive subspace V and denote it by tp(V ).

Proposition 3.10. Let V be a maximal involutive subspace. Then

dimV = m

(
n− r + k − 1

k

)
+ r,

where n = dimM , m = dim π, r = tp(V ).

Proof. Let us choose local coordinates in M in such a way that the vectors
∂/∂x1, . . . , ∂/∂xr form a basis in H . Then, in the corresponding special
system in Jk(π), coordinates along Ann(H) will consist of those functions
ujσ, |σ| = k, for which multi-index σ does not contain indices 1, . . . , r.

Let N ⊂ Jk(π) be a maximal integral manifold of the Cartan distribution
and θk ∈ N . Then the tangent plane to N at θk is a maximal involutive
plane. Let its type be equal to r(θk).

Definition 3.15. The number tp(N) = max
θk∈N

r(θk) is called the type of the

maximal integral manifold N of the Cartan distribution.

Obviously, the set g(N) = { θk ∈ N | r(θk) = tp(N) } is everywhere dense
in N . We call the points θk ∈ g(N) generic. Let θk be such a point and U
be its neighborhood in N consisting of generic points. Then:

(1) N ′ = πk,k−1(N) is an integral manifold of the Cartan distribution on
Jk−1(π);

(2) dim(N ′) = tp(N) and
(3) πk−1 |N ′ : N ′ →M is an immersion.

Theorem 3.11. Let N ⊂ Jk−1(π) be an integral manifold of the Cartan

distribution on Jk(π) and U ⊂ N be an open domain consisting of generic

points. Then

U = { θk ∈ J
k(π) | Lθk ⊃ Tθk−1

U ′ },

where θk−1 = πk,k−1(θk), U ′ = πk,k−1(U).

Proof. Let M ′ = πk−1(U
′) ⊂ M . Denote its dimension (which equals to

tp(N)) by r and choose local coordinates in M in such a way that the
submanifold V ′ is determined by the equations xr+1 = · · · = xn = 0 in
these coordinates. Then, since U ′ ⊂ Jk−1(π) is an integral manifold and
πk−1 |U ′ : U ′ → V ′ is a diffeomorphism, in corresponding special coordinates
the manifold U ′ is given by the equations

ujσ =





∂|σ|ϕj

∂xσ
, if σ does not contain r + 1, . . . , n,

0 otherwise,
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for all j = 1, . . . , m, |σ| ≤ k−1 and some smooth function ϕ = ϕ(x1, . . . , xr).
Hence, the tangent plane H to U ′ at θk−1 is spanned by the vectors of the
form (3.18) on page 45 with i = 1, . . . , r. Consequently, a point θk, such
that Lθk ⊃ H , is determined by the coordinates

ujσ =





∂|σ|ϕj

∂xσ
, if σ does not contain r + 1, . . . , n,

arbitrary real numbers otherwise,

where j = 1, . . . , m, |σ| ≤ k. Hence, if θk, θ
′
k are two such points, then the

vector θk−θ′k lies in Ann(H), as it follows from the proof of Proposition 3.10
on the preceding page. As it can be easily seen, any integral manifold of
the Cartan distribution projecting to U ′ is contained in U , which concludes
the proof.

Remark 3.2. Note that maximal integral manifolds N of type dimM are
exactly graphs of jets jk(ϕ), ϕ ∈ Γloc(π). On the other hand, if tp(N) = 0,
then N coincides with a fiber of the projection πk,k−1 : Jk(π)→ Jk−1(π).

3.6. Classical symmetries. Having the basic structure on Jk(π), we can
now introduce transformations preserving this structure.

Definition 3.16. Let U , U ′ ⊂ Jk(π) be open domains.

(1) A diffeomorphism F : U → U ′ is called a Lie transformation, if it
preserves the Cartan distribution, i.e., F∗(Ckθk) = CkF (θk)

for any point
θk ∈ U .

Let E , E ′ ⊂ Jk(π) be differential equations.

(2) A Lie transformation F : U → U is called a (local) equivalence, if
F (U ∩ E) = U ′ ∩ E ′.

(3) A (local) equivalence is called a (local) symmetry, if E = E ′ and
U = U ′.

Below we shall not distinguish between local and global versions of the
concepts introduced.

Example 3.7. Consider the case J0(π) = E. Then, since any n-dimen-
sional horizontal plane in TθE is tangent to some section of the bundle π,
the Cartan plane C0

θ coincides with the whole space TθE. Thus the Cartan
distribution is trivial in this case and any diffeomorphism of E is a Lie
transformation.

Example 3.8. Since the Cartan distribution on Jk(π) is locally determined
by the Cartan forms (see (3.20) on page 46), the condition of F to be a Lie
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transformation can be reformulated as

F ∗ωjσ =

m∑

α=1

∑

|τ |<k

λj,ασ,τω
α
τ , j = 1, . . . , m, |σ| < k, (3.21)

where λj,ασ,τ are smooth functions on Jk(π). Equations (3.21) are the base
for computations in local coordinates.

In particular, if dim π = 1 and k = 1, equations (3.21) reduce to the only
condition F ∗ω = λω, where ω = du −

∑n

i=1 ui dxi. Hence, Lie transforma-
tions in this case are just contact transformations of the natural contact
structure in J1(π).

Let F : Jk(π) → Jk(π) be a Lie transformation. Then graphs of k-jets
are taken by F to n-dimensional maximal manifolds. Let θk+1 be a point
of Jk+1(π) and represent θk+1 as a pair (θk, Lθk+1

), or, which is the same,
as a class of graphs of k-jets tangent to each other at θk. Then the image
F∗(Lθk+1

) will almost always be an R-plane at F (θk). Denote the corre-

sponding point in Jk+1(π) by F (1)(θk+1).

Definition 3.17. Let F : Jk(π) → Jk(π) be a Lie transformation. The
above defined map F (1) : Jk+1(π)→ Jk+1(π) is called the 1-lifting of F .

The map F (1) is a Lie transformation at the domain of its definition, since
almost everywhere it takes graphs of (k+1)-jets to graphs of the same kind.
Hence, for any l ≥ 1 we can define F (l) = (F (l−1))(1) and call this map the
l-lifting of F .

Theorem 3.12. Let π : E →M be anm-dimensional vector bundle over an

n-dimensional manifold M and F : Jk(π)→ Jk(π) be a Lie transformation.

Then:

(1) If m > 1 and k > 0, then the map F is of the form F = G(k) for

some diffeomorphism G : J0(π)→ J0(π);
(2) If m = 1 and k > 1, then the map F is of the form F = G(k−1) for

some contact transformation G : J1(π)→ J1(π).

Proof. Recall that fibers of the projection πk,k−1 : Jk(π)→ Jk−1(π) for k ≥ 1
are maximal integral manifolds of the Cartan distribution of type 0 (see
Remark 3.2 on the page before). Further, from Proposition 3.10 on page 48
it follows in the cases m > 1, k > 0 and m = 1, k > 1 that they are integral
manifolds of maximal dimension, provided n > 1. Therefore, the map F is
πk,ǫ-fiberwise, where ǫ = 0 for m > 1 and ǫ = 1 for m = 1.

Thus there exists a mapG : J ǫ(π)→ J ǫ(π) such that πk,ǫ◦F = G◦πk,ǫ and
G is a Lie transformation in an obvious way. Let us show that F = G(k−ǫ).
To do this, note first that in fact, by the same reasons, the transformation
F generates a series of Lie transformations Gl : J

l(π)→ J l(π), l = ǫ, . . . , k,
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satisfying πl,l−1 ◦ Gl = Gl−1 ◦ πl,l−1 and Gk = F,Gǫ = G. Let us compare

the maps F and G
(1)
k−1.

From Proposition 3.6 on page 45 and the definition of Lie transformations
we obtain

F∗((πk,k−1)
−1
∗ (Lθk)) = F∗(C

k
θk

) = CF (θk) = (πk,k−1)
−1
∗ (LF (θk))

for any θk ∈ Jk(π). But

F∗((πk,k−1)
−1
∗ (Lθk)) = (πk,k−1)

−1
∗ (Gk−1,∗(Lθk))

and consequently Gk−1,∗(Lθk) = LF (θk). Hence, by the definition of 1-lifting

we have F = G
(1)
k−1. Using this fact as a base of elementary induction, we

obtain the result of the theorem for dimM > 1.
Consider the case n = 1, m = 1 now. Since all maximal integral mani-

folds are one-dimensional in this case, it should be treated in a special way.
Denote by V the distribution consisting of vector fields tangent to the fibers
of the projection πk,k−1. We must show that

F∗V = V (3.22)

for any Lie transformation F , which is equivalent to F being πk,k−1-
fiberwise.

Let us prove (3.22). To do it, consider an arbitrary distribution P on a
manifold N and introduce the notation

PD = {X ∈ D(N) | X lies in P } (3.23)

and

DP = {X ∈ D(N) | [X, Y ] ∈ P, ∀Y ∈ PD }. (3.24)

Then one can show (using coordinate representation, for example) that
DV = DCk ∩ D[DCk,DCk] for k ≥ 2. But Lie transformations preserve the
distributions at the right-hand side of the last equality and consequently
preserve DV.

Definition 3.18. Let π : E → M be a vector bundle and E ⊂ Jk(π) be a
k-th order differential equation.

(1) A vector field X on Jk(π) is called a Lie field, if the corresponding
one-parameter group consists of Lie transformations.

(2) A Lie field is called an infinitesimal symmetry of the equation E , if it
is tangent to E .

Since in the sequel we shall deal with infinitesimal symmetries only,
we shall call them just symmetries. By definition, one-parameter groups
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of transformations corresponding to symmetries preserve generalized solu-
tions6.

LetX be a Lie field on Jk(π) and Ft : J
k(π)→ Jk(π) be its one-parameter

group. Then we can construct the l-lifting F
(l)
t : Jk+l(π)→ Jk+l(π) and the

corresponding Lie field X(l) on Jk+l(π). This field is called the l-lifting of
the field X. As we shall see a bit later, liftings of Lie fields are defined
globally and can be described explicitly. An immediate consequence of the
definition and of Theorem 3.12 on page 50 is

Theorem 3.13. Let π : E → M be an m-dimensional vector bundle over

an n-dimensional manifold M and X be a Lie field on Jk(π). Then:

(1) If m > 1 and k > 0, the field X is of the form X = Y (k) for some

vector field Y on J0(π);
(2) If m = 1 and k > 1, the field X is of the form X = Y (k−1) for some

contact vector field Y on J1(π).

To finish this subsection, we describe coordinate expressions for Lie fields.
Let (x1, . . . , xn, . . . , u

j
σ, . . . ) be a special coordinate system in Jk(π). Then

from (3.21) on page 50 it follows that

X =

n∑

i=1

Xi

∂

∂xi
+

m∑

j=1

∑

|σ|≤k

Xj
σ

∂

∂ujσ

is a Lie field if and only if

Xj
σi = Di(X

j
σ)−

n∑

α=1

ujσαDi(Xα), (3.25)

where

Di =
∂

∂xi
+

m∑

j=1

∑

|σ|≥0

ujσi
∂

∂ujσ
(3.26)

are the so-called total derivatives.

Exercise 3.1. It is easily seen that the operators (3.26) do not preserve
the algebras Fk: they are derivations acting from Fk to Fk+1. Prove that
nevertheless for any contact field on J1(π), dim π = 1, or for an arbitrary
vector field on J0(π) (regardless of the dimension of π) the formulas above
determine a vector field on Jk(π).

Recall now that a contact field X on J1(π) is completely determined by
its generating function f = iXω, where ω = du −

∑
i ui dxi is the Cartan

6A generalized solution of an equation E is a maximal integral manifold N ⊂ E of the
Cartan distribution on E ; see [35].
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(contact) form on J1(π). The contact field corresponding to f ∈ F1(π) is
denoted by Xf and is given by the expression

Xf = −
n∑

i=1

∂f

∂u1i

∂

∂xi
+

(
f−

n∑

i=1

ui
∂f

∂ui

)
∂

∂u

+
n∑

i=1

(
∂f

∂xi
+ ui

∂f

∂u

)
∂

∂ui
.

(3.27)

Thus, starting with a field (3.27) in the case dimπ = 1 or with an arbi-
trary field on J0(π) for dim π > 1 and using (3.25) on the facing page, we
can obtain efficient expressions for Lie fields.

Remark 3.3. Note that in the multi-dimensional case dim π > 1 we can
introduce the functions f j = iXω

j, where ωj = duj −
∑

i u
j
i dxi are the

Cartan forms on J1(π). Such a function may be understood as an element
of the module F1(π, π). The local conditions of a section f ∈ F1(π, π) to
generate a Lie field is as follows:

∂fα

∂uαi
=
∂fβ

∂uβi
,

∂fα

∂uβi
= 0, α 6= β.

We call f the generating function (though, strictly speaking, the term gen-

erating section should be used) of the Lie field X, if X is a lifting of the
field Xf .

Let us write down the conditions of a Lie field to be a symmetry. Assume
that an equation E is given by the relations F 1 = 0, . . . , F r = 0, where
F j ∈ Fk(π). Then X is a symmetry of E if and only if

X(F j) =
r∑

α=1

λjαF
α, j = 1, . . . , r,

where λjα are smooth functions, or X(F j) |E = 0, j = 1, . . . , r. These
conditions can be rewritten in terms of generating sections and we shall do
it later in a more general situation.

3.7. Prolongations of differential equations. Prolongations are differ-
ential consequences of a given differential equation. Let us give a formal
definition.

Definition 3.19. Let E ⊂ Jk(π) be a differential equation of order k. De-
fine the set

E1 = { θk+1 ∈ J
k+1(π) | πk+1,k(θk+1) ∈ E , Lθk+1

⊂ Tπk+1,k(θk+1)E }

and call it the first prolongation of the equation E .
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If the first prolongation E1 is a submanifold in Jk+1(π), we define the
second prolongation of E as (E1)1 ⊂ Jk+2(π), etc. Thus the l-th prolongation

is a subset E l ⊂ Jk+l(π).
Let us redefine the notion of l-th prolongation directly. Namely, take a

point θk ∈ E and consider a section ϕ ∈ Γloc(π) such that the graph of jk(ϕ)
is tangent to E with order l. Let πk(θk) = x ∈M . Then [ϕ]k+lx is a point of
Jk+l(π) and the set of all points obtained in such a way obviously coincides
with E l, provided all intermediate prolongations E1, . . . , E l−1 be well defined
in the sense of Definition 3.19 on the page before.

Assume now that locally E is given by the equations F 1 = 0, . . . , F r = 0,
F j ∈ Fk(π) and θk ∈ E is the origin of the chosen special coordinate system.
Let u1 = ϕ1(x1, . . . , xn), . . . , u

m = ϕm(x1, . . . , xn) be a local section of the
bundle π. Then the equations of the first prolongation are

∂F j

∂xi
+
∑

α,σ

∂F j

∂uασ
uασi = 0, i = 1, . . . , n, j = 1, . . . , r,

combined with the initial equations F r = 0. From here and by comparison
with the coordinate representation of prolongations for nonlinear differential
operators (see Subsection 3.2), we obtain the following result:

Proposition 3.14. Let E ⊂ Jk(π) be a differential equation. Then

(1) If the equation E is determined by a differential operator ∆: Γ(π)→
Γ(π′), then its l-th prolongation is given by the l-th prolongation

∆(l) : Γ(π)→ Γ(π′
l) of the operator ∆.

(2) If E is locally described by the system F 1 = 0, . . . , F r = 0, F j ∈
Fk(π), then the system

DσF
j = 0, |σ| ≤ l, j = 1, . . . , r, (3.28)

where Dσ = Di1 ◦ · · · ◦ Di|σ|, σ = i1 . . . i|σ|, corresponds to E l. Here

Di stands for the i-th total derivative (see (3.26) on page 52).

From the definition it follows that for any l ≥ l′ ≥ 0 one has πk+l,k+l′(E l) ⊂
E l

′
and consequently one has the maps πk+l,k+l′ : E l → E l

′
.

Definition 3.20. An equation E ⊂ Jk(π) is called formally integrable, if

(1) all prolongations E l are smooth manifolds and
(2) all the maps πk+l+1,k+l : E l+1 → E l are smooth fiber bundles.

Definition 3.21. The inverse limit proj liml→∞ E
l with respect to projec-

tions πl+1,l is called the infinite prolongation of the equation E and is denoted
by E∞ ⊂ J∞(π).
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3.8. Basic structures on infinite prolongations. Let π : E → M be a
vector bundle and E ⊂ Jk(π) be a k-th order differential equation. Then
we have embeddings εl : E l ⊂ Jk+l(π) for all l ≥ 0. Since, in general,
the sets E l may not be smooth manifolds, we define a function on E l as the
restriction f |El of a smooth function f ∈ Fk+l(π). The set Fl(E) of all func-
tions on E l forms an R-algebra in a natural way and ε∗l : Fk+l(π) → Fl(E)
is a homomorphism of algebras. In the case of formally integrable equa-
tions, the algebra Fl(E) coincides with C∞(E l). Let Il = ker ε∗l . Evidently,
Il(E) ⊂ Il+1(E). Then I(E) =

⋃
l≥0 Il(E) is an ideal in F(π) which is called

the ideal of the equation E . The function algebra on E∞ is the quotient al-
gebra F(E) = F(π)/I(E) and coincides with inj liml→∞Fl(E) with respect
to the system of homomorphisms π∗

k+l+1,k+l. For all l ≥ 0, we have the
homomorphisms ε∗l : Fl(E) → F(E). When E is formally integrable, they
are monomorphic, but in any case the algebra F(E) is filtered by the images
of ε∗l .

To construct differential calculus on E∞, one needs the general algebraic
scheme exposed in Section 1 and applied to the filtered algebra F(E). How-
ever, in the case of formally integrable equations, due to the fact that all
E l are smooth manifolds, this scheme may be simplified and combined with
a purely geometrical approach (cf. with similar constructions of Subsection
3.3).

In special coordinates the infinite prolongation of the equation E is deter-
mined by the system similar to (3.28) on the preceding page with the only
difference that |σ| is unlimited now. Thus, the ideal I(E) is generated by
the functions DσF

j, |σ| ≥ 0, j = 1, . . . , m. From these remarks we obtain
the following important fact.

Remark 3.4. Let E be a formally integrable equations. Then from the above
said it follows that the ideal I(E) is stable with respect to the action of the
total derivatives Di, i = 1, . . . , n. Consequently, the restrictions DE

i =
Di |E : F(E) → F(E) are well defined and DE

i are filtered derivations. In
other words, we obtain that the vector fields Di are tangent to any infinite
prolongation and thus determine vector fields on E∞. We shall often skip
the superscript E in the notation of the above defined restrictions.

Example 3.9. Consider a system of evolution equations of the form

ujt = f j(x, t, . . . , uα, . . . , uαx , . . . ), j, α = 1, . . . , m.

Then the set of functions x1, . . . , xn, t, . . . , u
j
i1,...,ir,0

with 1 ≤ ik ≤ n, j =
1, . . . , m, where t = xn+1, may be taken for internal coordinates on E∞.
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The total derivatives restricted to E∞ are expressed as

Di =
∂

∂xi
+

n∑

j=1

∑

|σ|≥0

ujσi
∂

∂ujσ
, i = 1, . . . , n,

Dt =
∂

∂t
+

n∑

j=1

∑

|σ|≥0

Dσ(f
j)

∂

∂ujσ

(3.29)

in these coordinates, while the Cartan forms restricted to E∞ are written
down as

ωjσ = dujσ −
n∑

i=1

ujσi dxi −Dσ(f
j) dt. (3.30)

Let π : E → M be a vector bundle and E ⊂ Jk(π) be a formally integrable
equation.

Definition 3.22. Let θ ∈ J∞(π). Then

(1) The Cartan plane Cθ = Cθ(π) ⊂ TθJ
∞(π) at θ is the linear envelope of

tangent planes to all manifolds j∞(ϕ)(M), ϕ ∈ Γ(π), passing through
θ.

(2) If θ ∈ E∞, then the intersection Cθ(E) = Cθ(π)∩TθE∞ is called Cartan

plane of E∞ at θ.

The correspondence θ 7→ Cθ(π), θ ∈ J∞(π) (respectively, θ 7→ Cθ(E∞),
θ ∈ E∞) is called the Cartan distribution on J∞(π) (respectively, on E∞).

Proposition 3.15. For any vector bundle π : E → M and a formally in-

tegrable equation E ⊂ Jk(π) one has:

(1) The Cartan plane Cθ(π) is n-dimensional at any point θ ∈ J∞(π).
(2) Any point θ ∈ E∞ is generic, i.e., Cθ(π) ⊂ TθE∞ and thus one has

Cθ(E∞) = Cθ(π).
(3) Both distributions, C(π) and C(E∞), are integrable.

Proof. Let θ ∈ J∞(π) and π∞(θ) = x ∈ M . Then the point θ completely
determines all partial derivatives of any section ϕ ∈ Γloc(π) such that its
graph passes through θ. Consequently, all such graphs have a common
tangent plane at this point, which coincides with Cθ(π). This proves the
first statement.

To prove the second one, recall Remark 3.4 on the preceding page: locally,
any vector fieldDi is tangent to E∞. But as it follows from (3.20) on page 46,
iDiω

j
σ = 0 for any Di and for any Cartan form ωjσ. Hence, linear independent

vector fields D1, . . . , Dn locally lie both in C(π) and in C(E∞) which gives
the result.



57

Finally, as it follows from the above said, the module

CD(π) = {X ∈ D(π) | X lies in C(π) } (3.31)

is locally generated by the fields D1, . . . , Dn. But it is easily seen that
[Dα, Dβ] = 0 for all α, β = 1, . . . , n and consequently [CD(π), CD(π)] ⊂
CD(π). The same reasoning is valid for

CD(E) = {X ∈ D(E∞) | X lies in C(E∞) }. (3.32)

This completes the proof of the proposition.

Proposition 3.16. Maximal integral manifolds of the Cartan distribution

C(π) are graph of infinite jets of sections j∞(ϕ), ϕ ∈ Γloc(π).

Proof. Note first that graphs of infinite jets are integral manifolds of the
Cartan distribution of maximal dimension (equaling to n) and that any
integral manifold projects to Jk(π) and M without singularities.

Let now N ⊂ J∞(π) be an integral manifold and Nk = π∞,kN ⊂ Jk(π),
N ′ = π∞N ⊂ M . Hence, there exists a diffeomorphism ϕ′ : N ′ → N0 such
that π ◦ ϕ′ = idN ′ . Then by the Whitney theorem on extension for smooth
functions (see [38]), there exists a local section ϕ : M → E satisfying ϕ |N ′ =
ϕ′ and jk(ϕ)(M) ⊃ Nk for all k > 0. Consequently, j∞(ϕ)(M) ⊃ N .

Corollary 3.17. Maximal integral manifolds of the Cartan distribution on

E∞ coincide locally with graphs of infinite jets of solutions.

Consider a point θ ∈ J∞(π) and let x = π∞(θ) ∈ M be its projec-
tion to M . Let v be a tangent vector to M at the point x. Then, since
the Cartan plane Cθ isomorphically projects to TxM , there exists a unique
tangent vector Cv ∈ TθJ

∞(π) such that (π∞)∗(Cv) = v. Hence, for any
vector field X ∈ D(M) we can define a vector field CX ∈ D(π) by setting
(CX)θ = C(Xπ∞(θ)). Then, by construction, the field CX is projected by
(π∞)∗ to X while the correspondence C : D(M)→ D(π) is a C∞(M)-linear
one. In other words, this correspondence is a linear connection in the bundle
π∞ : J∞(π)→M .

Definition 3.23. The connection C : D(M)→ D(π) defined above is called
the Cartan connection in J∞(π).

For any formally integrable equation, the Cartan connection is obviously
restricted to the bundle π∞ : E∞ → M and we preserve the same notation
C for this restriction.

Let (x1, . . . , xn, . . . , u
j
σ, . . . ) be a special coordinate system in J∞(π) and

X = X1∂/∂x1 + · · ·+Xn∂/∂xn be a vector field on M represented in this
coordinate system. Then the field CX is to be of the form CX = X +Xv,



58

where Xv =
∑

j,σX
j
σ∂/∂u

j
σ is a π∞-vertical field. The defining conditions

iCXω
j
σ = 0, where ωjσ are the Cartan forms on J∞(π), imply

CX =
n∑

i=1

Xi

(
∂

∂xi
+
∑

j,σ

ujσi
∂

∂ujσ

)
=

n∑

i=1

XiDi. (3.33)

In particular, C(∂/∂xi) = Di, i.e., total derivatives are the liftings to J∞(π)
of the corresponding partial derivatives by the Cartan connection.

Let now V be a vector field on E∞ and θ ∈ E∞ be a point. Then the
vector Vθ can be projected parallel to the Cartan plane Cθ to the fiber of the
projection π∞ : E∞ → M passing through θ. Thus we get a vertical vector
field V v. Hence, for any f ∈ F(E) a differential one-form UC(f) ∈ Λ1(E) is
defined by

iV (UC(f)) = V v(f), V ∈ D(E). (3.34)

The correspondence f 7→ UC(f) is a derivation of the algebra F(E) with
the values in the F(E)-module Λ1(E), i.e., UC(fg) = fUC(g) + gUC(f) for
all f, g ∈ F(E).

Definition 3.24. The derivation UC : F(E)→ Λ1(E) is called the structural

element of the equation E .

In the case E∞ = J∞(π) the structural element UC is locally represented
in the form

UC =
∑

j,σ

ωjσ ⊗
∂

∂ujσ
, (3.35)

where ωjσ are the Cartan forms on J∞(π). To obtain the expression in the
general case, one needs to rewrite (3.35) in local coordinates.

The following result is a consequence of definitions:

Proposition 3.18. For any vector field X ∈ D(M) the equality

j∞(ϕ)∗(CX(f)) = X(j∞(ϕ)∗(f)), f ∈ F(π), ϕ ∈ Γloc(π), (3.36)

takes place. Equality (3.36) uniquely determines the Cartan connection in

J∞(π).

Corollary 3.19. The Cartan connection in E∞ is flat, i.e., C[X, Y ] =
[CX, CY ] for any X, Y ∈ D(M).

Proof. Consider the case E∞ = J∞(π). Then from Proposition 3.18 we have

j∞(ϕ)∗(C[X, Y ](f)) = [X, Y ](j∞(ϕ)∗(f))

= X(Y (j∞(ϕ)∗(f)))− Y (X(j∞(ϕ)∗(f)))
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for any ϕ ∈ Γloc(π), f ∈ F(π). On the other hand,

j∞(ϕ)∗([CX, CY ](f)) = j∞(ϕ)∗(CX(CY (f))− CY (CX(f)))

= X(j∞(ϕ)∗(Y (f)))− Y (j∞(ϕ)∗(CX(f)))

= X(Y (j∞(ϕ)∗(f)))− Y (X(j∞(ϕ)∗(f))).

To prove the statement for an arbitrary formally integrable equation E , it
suffices to note that the Cartan connection in E∞ is obtained by restricting
the fields CX to infinite prolongation of E .

The construction of Proposition 3.18 on the preceding page can be gen-
eralized. Let π : E →M be a vector bundle and ξ1 : E1 →M , ξ2 : E2 →M
be another two vector bundles.

Definition 3.25. Let ∆: Γ(ξ1) → Γ(ξ2) be a linear differential operator.
The lifting C∆: F(π, ξ1)→ F(π, ξ2) of the operator ∆ is defined by

j∞(ϕ)∗(C∆(f)) = ∆(j∞(ϕ)∗(f)), (3.37)

where ϕ ∈ Γloc(π), f ∈ F(π, ξ1) are arbitrary sections.

Proposition 3.20. Let π : E → M , ξi : Ei → M , i = 1, 2, 3, be vector

bundles. Then

(1) For any C∞(M)-linear differential operator ∆: Γ(ξ1) → Γ(ξ2), the

operator C∆ is an F(π)-linear differential operator of the same order.

(2) For any ∆,� : Γ(ξ1)→ Γ(ξ2) and f, g ∈ F(π), one has

C(f∆ + g�) = fC∆ + gC�.

(3) For ∆1 : Γ(ξ1)→ Γ(ξ2) and ∆2 : Γ(ξ2)→ Γ(ξ3), one has

C(∆2 ◦∆1) = C∆2 ◦ C∆1.

From this proposition and from Proposition 3.18 on the facing page it
follows that if ∆ is a scalar differential operator C∞(M)→ C∞(M) locally
represented as ∆ =

∑
σ aσ∂

|σ|/∂xσ, aσ ∈ C∞(M), then C∆ =
∑

σ aσDσ in
the corresponding special coordinates. If ∆ = ‖∆ij‖ is a matrix operator,
then C∆ = ‖C∆ij‖. Obviously, C∆ may be understood as a constant dif-
ferential operator acting from sections of the bundle π to linear differential
operators from Γ(ξ1) to Γ(ξ2). This observation is generalized as follows.

Definition 3.26. An F(π)-linear differential operator ∆ acting from the
module F(π, ξ1) to F(π, ξ2) is called a C-differential operator, if it admits
restriction to graphs of infinite jets, i.e., if for any section ϕ ∈ Γ(π) there
exists an operator ∆ϕ : Γ(ξ1)→ Γ(ξ2) such that

j∞(ϕ)∗(∆(f)) = ∆ϕ(j∞(ϕ)∗(f)) (3.38)

for all f ∈ F(π, ξ1).
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Thus, C-differential operators are nonlinear differential operators taking
their values in C∞(M)-modules of linear differential operators.

Exercise 3.2. Consider a C-differential operator ∆: F(π, ξ1) → F(π, ξ2).
Prove that if ∆(π∗(f)) = 0 for all f ∈ Γ(ξ1), then ∆ = 0.

Proposition 3.21. Let π, ξ1, and ξ2 be vector bundles over M . Then any

C-differential operator ∆: F(π, ξ1)→ F(π, ξ2) can be presented in the form

∆ =
∑

α aαC∆α, aα ∈ F(π), where ∆α are linear differential operators

acting from Γ(ξ1) to Γ(ξ2).

Proof. Recall that we consider the filtered theory; in particular, there exists
an integer l such that ∆(Fk(π, ξ1)) ⊂ Fk+l(π, ξ2) for all k. Consequently,
since Γ(ξ1) is embedded into F0(π, ξ1), we have ∆(Γ(ξ1)) ⊂ Fl(π, ξ2) and the
restriction ∆̄ = ∆

∣∣
Γ(ξ1) is a C∞(M)-differential operator taking its values

in Fl(π, ξ2).
On the other hand, the operator ∆̄ is represented in the form ∆̄ =∑
α aα∆α, aα ∈ Fl(π), with ∆α : Γ(ξ1) → Γ(ξ2) being C∞(M)-linear dif-

ferential operators. Define C∆̄ =
∑

α aαC∆α. Then the difference ∆ − C∆̄
is a C-differential operator such that its restriction to Γ(ξ1) vanishes. There-
fore, by Exercise 3.2 ∆ = C∆̄.

Corollary 3.22. C-differential operators admit restrictions to infinite pro-

longations: if ∆: F(π, ξ1) → F(π, ξ2) is a C-differential operator and

E ⊂ Jk(π) is a k-th order equation, then there exists a linear differen-

tial operator ∆E : F(E , ξ1) → F(E , ξ2) such that ε∗ ◦ ∆ = ∆E ◦ ε∗, where

ε : E∞ →֒ J∞(π) is the natural embedding.

Proof. The result immediately follows from Remark 3.4 on page 55 and from
Proposition 3.21.

Example 3.10. Let ξ1 = τ ∗i , ξ2 = τ ∗i+1, where τ ∗p :
∧p T ∗M → M (see

Example 3.2 on page 38), and ∆ = d : Λi(M) → Λi+1(M) be the de Rham
differential. Then we obtain the first-order operator d̄ = Cd : Λ̄i(π) →
Λ̄i+1(π), where Λ̄p(π) denotes the module F(π, τ ∗p ). Due Corollary 3.22 the

operators d̄ : Λ̄i(E)→ Λ̄i+1(E) are also defined, where Λ̄p(E) = F(E , τ ∗p ).

Definition 3.27. Let E ⊂ Jk(π) be an equation.

(1) Elements of the module Λ̄i(E) are called horizontal i-forms on the
infinite prolongation E∞.

(2) The operator d̄ : Λ̄i(E) → Λ̄i+1(E) is called the horizontal de Rham

differential on E∞.

From Proposition 3.20 (3) on the preceding page it follows that d̄ ◦ d̄ = 0.
The sequence

0 −→ F(E)
d̄
−→ Λ̄1(E) −→ · · · −→ Λ̄i(E)

d̄
−→ Λ̄i+1(E)→ · · ·
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is called the horizontal de Rham complex of the equation E . Its cohomology
is called the horizontal de Rham cohomology of E and is denoted by H̄∗(E) =⊕

i≥0 H̄
i(E).

In local coordinates, horizontal forms of degree p on E∞ are represented
as ω =

∑
i1<···<ip

ai1...ipdxi1 ∧ · · · ∧ dxip, where ai1...ip ∈ F(E), while the
horizontal de Rham differential acts as

d̄(ω) =
n∑

i=1

∑

i1<···<ip

Di(ai1...ip) dxi ∧ dxi1 ∧ · · · ∧ dxip. (3.39)

In particular, we see that both Λ̄i(E) and H̄ i(E) vanish for i > dimM .
Consider the algebra Λ∗(E) of all differential forms on E∞ and note that

one has the embedding Λ̄∗(E) →֒ Λ∗(E). Let us extend the horizontal de
Rham differential to this algebra as follows:

d̄(dω) = −d(d̄(ω)), d̄(ω ∧ θ) = d̄(ω) ∧ θ + (−1)pω ∧ d̄(θ) ω ∈ Λp(E).

Obviously, these conditions define the differential d̄ : Λi(E) → Λi+1(E) and
its restriction to Λ̄∗(E) coincides with the horizontal de Rham differential.

Let us also set dC = d − d̄ : Λ∗(E) → Λ∗(E) and call dC the Cartan (or
vertical) differential on E∞. Then from definitions we obtain

d = d̄+ dC, d̄ ◦ d̄ = dC ◦ dC = 0, dC ◦ d̄+ d̄ ◦ dC = 0,

i.e., the pair (d̄, dC) forms a bicomplex in Λ∗(E) with the total differential d.
It is called the variational bicomplex and will be discussed in more details
in Section 7.

Denote by CΛ1(E) the Cartan submodule in Λ1(E), i.e., the module of 1-
forms vanishing on the Cartan distribution on E∞ (cf. with Definition 3.12
on page 46). Then the splitting d = d̄ + dC implies the direct sum decom-
position

Λ1(E) = Λ̄1(E)⊕ CΛ1(E),

which gives

Λi(E) =
⊕

p+q=i

Λ̄q(E)⊗F(E) C
pΛ(E), (3.40)

where CpΛ(E) = CΛ1(E) ∧ · · · ∧ CΛ1(E)︸ ︷︷ ︸
p times

.

To conclude this section, we shall write down the coordinate represen-
tation for the Cartan differential dC and the extended differential d̄. First
note that by definition and due to representation (3.39), one has

dC(f) =
∑

j,σ

∂f

∂ujσ
ωjσ, f ∈ F(π). (3.41)
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In particular, dC takes coordinate functions ujσ to the corresponding Cartan
forms. This is reason why we called dC the Cartan differential on E∞. It is
easily seen that dC

∣∣
F(E) = UC(E) (see Definition 3.24 on page 58). To finish

computations, it suffices to compute d̄(ωjσ):

d̄(ωjσ) = d̄dC(u
j
σ) = −dC d̄(u

j
σ)

and thus

d̄(ωjσ) = −
n∑

i=1

ωjσi ∧ dxi. (3.42)

Note that from the results obtained it follows that

d̄(Λ̄q(E)⊗ CpΛ(E)) ⊂ Λ̄q+1(E)⊗ CpΛ(E),

dC(Λ̄
q(E)⊗ CpΛ(E)) ⊂ Λ̄q(E)⊗ Cp+1Λ(E).

Now let us define the module of horizontal jets. Let ξ be a vector bundle
over M . Say that two elements of P = F(E , ξ) are horizontally equivalent
up to order k ≤ ∞ at point θ ∈ E∞, if their total derivatives up to order k
coincide at θ. The horizontal jet space J̄kθ (P ) is P modulo this relation, and
the collection J̄k(P ) =

⋃
θ∈E∞ J̄kθ (P ) constitutes the horizontal jet bundle

J̄k(P )→ E∞. We denote the module of sections of horizontal jet bundle by
J̄ k(P ).

As with the usual jet bundles, there exist the natural C-differential oper-
ators

̄k : P → J̄ k(P ),

and the natural projections νk,l : J̄ k(P ) → J̄ l(P ) such that νk,l ◦ ̄k = ̄l.
The operators ̄k and νk,l are restrictions of the operators Cjk and Cπ∗

k,l to
E∞.
C-differential operators, horizontal forms and jets constitute a “subthe-

ory” in the differential calculus on an infinitely prolonged equation. It is,
roughly speaking, “the total derivatives calculus” and is called C-differen-

tial calculus. It is easily shown that all components of usual calculus and
the Lagrangian formalism discussed above have their counterparts in the
framework of C-differential calculus. All constructions of Sections 1 and 2
are carried over into C-differential calculus word for word as long as the
operators, jets, and forms in them are assumed respectively C-differential
and horizontal.

3.9. Higher symmetries. Let π : E → M be a vector bundle and E ⊂
Jk(π) be a differential equation. We shall still assume E to be formally
integrable, though it not restrictive in this context.

Consider a symmetry F : Jk(π) −→ Jk(π) of the equation E and let
θk+1 be a point of the first prolongation E1 such that πk+1,k(θk+1) = θk ∈
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E . Then the R-plane Lθk+1
is taken to the R-plane F∗(Lθk+1

), since F
is a Lie transformation, and F∗(Lθk+1

) ⊂ TF (θk), since F is a symmetry.

Consequently, the lifting F (1) : Jk+1(π)→ Jk+1(π) is a symmetry of E1. By
the same reasons, F (l) is a symmetry of the l-th prolongation of E . From
here it also follows that for any infinitesimal symmetry X of the equation
E , its l-th lifting is is a symmetry of E l as well.

Proposition 3.23. Symmetries of a formally integrable equation E ⊂
Jk(π) coincide with symmetries of any prolongation of this equation. The

same is valid for infinitesimal symmetries.

Proof. We showed already that to any (infinitesimal) symmetry of E there
corresponds an (infinitesimal) symmetry of E l. Consider an (infinitesimal)
symmetry of E l. By Theorems 3.12 on page 50 and 3.13 on page 52, it is
πk+l,k-fiberwise and therefore generates an (infinitesimal) symmetry of the
equation E .

The result proved means that a symmetry of E generates a symmetry of
E∞ which preserves every prolongation of finite order. A natural step to
generalize the concept of symmetry is to consider “all symmetries” of E∞.
Recall the notation

CD(π) = {X ∈ D(π) | X lies in C(π) }

(cf. with (3.23) on page 51).

Definition 3.28. Let π be a vector bundle. A vector field X ∈ D(π) is
called a symmetry of the Cartan distribution C(π) on J∞(π), if [X, CD(π)] ⊂
CD(π).

Thus, the set of symmetries coincides with DC(π) (see (3.24) on page 51)
and forms a Lie algebra over R and a module over F(π). Note that since
the Cartan distribution on J∞(π) is integrable, one has CD(π) ⊂ DC(π)
and, moreover, CD(π) is an ideal in the Lie algebra DC(π).

Note also that symmetries belonging to CD(π) are tangent to any integral
manifold of the Cartan distribution. By this reason, we call such symmetries
trivial. Respectively, the elements of the quotient Lie algebra

sym(π) = DC(π)/CD(π)

are called nontrivial symmetries of the Cartan distribution on J∞(π).
Let now E∞ be the infinite prolongation of an equation E ⊂ Jk(π). Then,

since CD(π) is spanned by the fields of the form CY , where Y ∈ D(M)
(see Remark 3.4 on page 55), any vector field from CD(π) is tangent to
E∞. Consequently, either all elements of the coset [X] = X mod CD(π),
X ∈ D(π), are tangent to E∞ or neither of them do. In the first case we
say that the coset [X] is tangent to E∞.
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Definition 3.29. An element [X] = X mod CD(π), X ∈ D(π), is called a
higher symmetry of E , if it is tangent to E∞.

The set of all higher symmetries forms a Lie algebra over R and is denoted
by sym(E). We shall usually omit the adjective higher in the sequel.

Consider a vector field X ∈ D(π). Then, substituting X into the struc-
tural element UC (see (3.35) on page 58), we obtain a field Xv ∈ D(π). The
correspondence UC : X 7→ Xv = iXUC possesses the following properties:

(1) The field Xv is vertical, i.e., Xv(C∞(M)) = 0.
(2) Xv = X for any vertical field.
(3) Xv = 0 if and only if the field X lies in CD(π).

Therefore, we obtain the direct sum decomposition of F(π)-modules

D(π) = Dv(π)⊕ CD(π),

where Dv(π) denotes the Lie algebra of vertical fields. A direct corollary of
these properties is the following result.

Proposition 3.24. For any coset [X] ∈ sym(E) there exists a unique ver-

tical representative and thus

sym(E) = {X ∈ Dv(E) | [X, CD(E)] ⊂ CD(E) }, (3.43)

where CD(E) is spanned by the fields CY , Y ∈ D(M).

Lemma 3.25. Let X ∈ sym(π) be a vertical vector field. Then it is com-

pletely determined by its restriction to F0(π) ⊂ F(π).

Proof. Let X satisfy the conditions of the lemma and Y ∈ D(M). Then for
any f ∈ C∞(M) one has

[X, CY ](f) = X(CY (f))− CY (X(f)) = X(Y (f)) = 0

and hence the commutator [X, CY ] is a vertical vector field. On the other
hand, [X, CY ] ∈ CD(π) because CD(π) is a Lie algebra ideal. Consequently,
[X, CY ] = 0. Note now that in special coordinates we have Di(u

j
σ) = ujσi

for all σ and j. From the above said it follows that

X(ujσi) = Di(X(ujσ)). (3.44)

But a vertical derivation is determined by its values at the coordinate func-
tions ujσ.

Let now X0 : F0(π) → F(π) be a derivation. Then equalities (3.44) al-
low one to reconstruct locally a vertical derivation X ∈ D(π) satisfying
X
∣∣
F0(π) = X0. Obviously, the derivation X lies in sym(π) over the neigh-

borhood under consideration. Consider two neighborhoods U1, U2 ⊂ J∞(π)
with the corresponding special coordinates in each of them and two symme-
tries X i ∈ sym(π |Ui ), i = 1, 2, arising by the described procedure. But the
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restrictions of X1 and X2 to F0(π |U1∩U2 ) coincide. Hence, by Lemma 3.25
on the preceding page, the field X1 coincides with X2 over the intersection
U1∩U2. Hence, the reconstruction procedure X0 7→ X is a global one. So we
have established a one-to-one correspondence between elements of sym(π)
and derivations F0(π)→ F(π).

Note now that due to vector bundle structure in π : E → M , derivations
F0(π) → F(π) are identified with sections of π∗

∞(π), or with elements of
F(π, π).

Theorem 3.26. Let π : E → M be a vector bundle. Then:

(1) The F(π)-module sym(π) is in one-to-one correspondence with ele-

ments of the module F(π, π).
(2) In special coordinates the correspondence F(π, π) → sym(π) is ex-

pressed by the formula7

ϕ 7→ Зϕ =
∑

j,σ

Dσ(ϕ
j)

∂

∂ujσ
, (3.45)

where ϕ = (ϕ1, . . . , ϕm) is the component-wise representation of the

section ϕ ∈ F(π, π).

Proof. The first part of the theorem has already been proved. To prove the
second one, it suffices to use equality (3.44) on the preceding page.

Definition 3.30. Let π : E →M be a vector bundle.

(1) The field Зϕ of the form (3.45) is called an evolutionary vector field

on J∞(π).
(2) The section ϕ ∈ F(π, π) is called the generating function of the field

Зϕ.

Remark 3.5. Let ζ : N → M be an arbitrary smooth fiber bundle and
ξ : P → M be a vector bundle. Then it easy to show that any ζ-
vertical vector field X on N can be uniquely lifted up to an R-linear map
Xξ : Γ(ζ∗(ξ))→ Γ(ζ∗(ξ)) such that

Xξ(fψ) = X(f)ψ + fXξ(ψ), f ∈ C∞(N), ψ ∈ Γ(ζ∗(ξ)). (3.46)

In particular, taking π∞ for ζ , for any evolutionary vector field Зϕ we obtain
the family of maps Зξ

ϕ : F(π, ξ)→ F(π, ξ) satisfying (3.46).

Consider the map Зπ
ϕ : F(π, π) → F(π, π) and recall the element ρ0 ∈

F0(π, π) ⊂ F(π, π) (see Example 3.1 on page 38). It can be easily seen that

З
π
ϕ(ρ0) = ϕ (3.47)

7To denote evolutionary vector fields (see Definition 3.30), we use the Cyrillic letter
З, which is pronounced like “e” in “ten”.
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which can be taken for the definition of the generating section.
Let Зϕ,Зψ be two evolutionary vector fields. Then, since sym(π) is a

Lie algebra and by Theorem 3.26 on the page before, there exists a unique
section {ϕ, ψ} satisfying [Зϕ,Зψ] = З{ϕ,ψ}.

Definition 3.31. The section {ϕ, ψ} ∈ F(π, π) is called the (higher) Jacobi

bracket of the sections ϕ, ψ ∈ F(π).

Proposition 3.27. Let ϕ, ψ ∈ F(π, π) be two sections. Then:

(1) {ϕ, ψ} = Зπ
ϕ(ψ)−Зπ

ψ(ϕ).
(2) In special coordinates, the Jacobi bracket of ϕ and ψ is expressed by

the formula

{ϕ, ψ}j =
∑

α,σ

(
Dσ(ϕ

α)
∂ψj

∂uασ
−Dσ(ψ

α)
∂ϕj

∂uασ

)
, (3.48)

where superscript j denotes the j-th component of the corresponding

section.

Proof. To prove (1), let us use (3.47) on the preceding page:

{ϕ, ψ} = З
π
{ϕ,ψ}(ρ0) = З

π
ϕ(З

π
ψ(ρ0))−З

π
ψ(Зπ

ϕ(ρ0)) = З
π
ϕ(ψ)−З

π
ψ(ϕ).

The second statement follows from the first one and from equality (3.45) on
the page before.

Consider now a nonlinear operator ∆: Γ(π)→ Γ(ξ) and let ψ∆ ∈ F(π, ξ)
be the corresponding section. Then for any ϕ ∈ F(π, π) the section
Зξ
ϕ(ψ∆) ∈ F(π, ξ) is defined and we can set

ℓ∆(ϕ) = З
ξ
ϕ(ψ∆). (3.49)

Definition 3.32. The operator ℓ∆ : F(π, π)→ F(π, ξ) defined by (3.49) is
called the universal linearization operator 8 of the operator ∆: Γ(π)→ Γ(ξ).

From the definition and equality (3.45) on the page before we obtain that
for a scalar differential operator

∆: ϕ 7→ F (x1, . . . , xn, . . . ,
∂|σ|ϕj

∂xσ
, . . . )

one has ℓ∆ = (ℓ1∆, . . . , ℓ
m
∆), m = dim π, where

ℓα∆ =
∑

σ

∂F

∂uασ
Dσ. (3.50)

If dim ξ = r > 1 and ∆ = (∆1, . . . ,∆r), then

ℓ∆ =
∥∥∥ℓβ∆α

∥∥∥ , α = 1, . . . , m, β = 1, . . . , r. (3.51)

8Cf. with the algebraic definition on page 34.
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In particular, we see that the following statement is valid.

Proposition 3.28. For any differential operator ∆, its universal lineariza-

tion is a C-differential operator.

Now we can describe the algebra sym(E), E ⊂ Jk(π) being a formally
integrable equation. Let I(E) ⊂ F(π) be the ideal of the equation E (see
page 55). Then, by definition, Зϕ is a symmetry of E if and only if

Зϕ(I(E)) ⊂ I(E). (3.52)

Assume now that E is given by a differential operator ∆: Γ(π)→ Γ(ξ) and
locally is described by the system of equations F 1 = 0, . . . , F r = 0, F j ∈
F(π). Then the functions F 1, . . . , F r are differential generators of the ideal
I(E) and condition (3.52) may be rewritten as

Зϕ(F
j) =

∑

α,σ

aασ,jDσ(F
α), j = 1, . . . , m, aασ ∈ F(π). (3.53)

Using of (3.49) on the preceding page, the last equation acquires the form9

ℓF j(ϕ) =
∑

α,σ

aασ,jDσ(F
α), j = 1, . . . , m, aασ ∈ F(π). (3.54)

But by Proposition 3.28, the universal linearization is a C-differential op-
erator and consequently can be restricted to E∞ (see Corollary 3.22 on
page 60). It means that we can rewrite (3.54) as

ℓF j |E∞ (ϕ |E∞ ) = 0, j = 1, . . . , m. (3.55)

Combining these equations with (3.50) and (3.51) on the preceding page,
we obtain the following fundamental result:

Theorem 3.29. Let E ⊂ Jk(π) be a formally integrable equation and ∆ =
∆E : Γ(π)→ Γ(ξ) be the operator corresponding to E . Then an evolutionary

vector field Зϕ, ϕ ∈ F(π, π) is a symmetry of E if and only if

ℓE(ϕ̄) = 0, (3.56)

where ℓE and ϕ̄ denote restrictions of ℓ∆ and ϕ on E∞ respectively. In other

words, sym(E) = ker ℓE .

Exercise 3.3. Show that classical symmetries (see Subsection 3.6) are em-
bedded in sym E as a Lie subalgebra. Describe their generating functions.

Remark 3.6. From the result obtained it follows that higher symmetries
of E can be identified with elements of F(E , π) satisfying equation (3.56).
Below we shall say that a section ϕ ∈ F(E , π) is a symmetry of E keeping

9We use the notation ℓF , F ∈ F(π, ξ), as a synonym for ℓ∆, where ∆: Γ(π)→ Γ(ξ) is
the operator corresponding to the section F .
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in mind this identification. Note that due to the fact that sym(E) is a
Lie algebra, for any two symmetries ϕ, ψ ∈ F(E , π) their Jacobi bracket
{ϕ, ψ}E ∈ F(E , π) is well defined and is a symmetry as well. If no confusion
arises, we shall omit the subscript E in the notation of the Jacobi bracket.

Finally, we give a useful description of the modules Dv(E) and CkΛ(E).
Denote κ = F(E , π).

First consider the case E∞ = J∞(π). From the coordinate expres-
sion (3.45) on page 65 for an evolutionary vector field it immediately follows
that any vertical tangent vector at point θ ∈ J∞(π) can be realized in the
form Зϕ|θ for some ϕ. This shows that the map ϕ 7→ Зϕ yields the canon-
ical isomorphism

Dv(π) = J̄∞(κ).

The dual isomorphism reads

C1Λ(π) = CDiff(κ,F).

In coordinates, this isomorphism takes the form ωjσ to the operator

(0, . . . , 0, Dσ, 0, . . . , 0),

with Dσ on j-th place.
It is clear that the Cartan k-forms can be identified with multilinear

skew-symmetric C-differential operators in k arguments:

CpΛ(π) = CDiffalt(p)(κ,F).

Now consider the general case. Suppose that the equation E is given by
an operator ∆: Γ(π) → Γ(ξ). Denote P = F(E , ξ), so that ℓE : κ → P .
From (3.55) on the preceding page we get

Proposition 3.30. (1) The module Dv(E) is isomorphic to the kernel of

the homomorphism ψℓE∞ : J̄∞(κ) −→ J̄∞(P );
(2) the module CpΛ(E) is isomorphic to CDiffalt(p)(κ,F) modulo the sub-

module consisting of the operators of the form ∇ ◦ ℓE , where ∇ ∈
CDiff(P, CDiffalt(p−1)(κ,F)).
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4. Coverings and nonlocal symmetries

The facts exposed in this section constitute a formal base to introduce
nonlocal variables to the differential setting, i.e., variables of the type

∫
ϕdx,

ϕ being a function on an infinitely prolonged equation. A detailed exposition
of this material can be found in [33] and [34].

4.1. Coverings. We start with fixing up the setting. To do it, extend
the universum of infinitely prolonged equations in the following way. Let

N be a chain of smooth maps · · · −→ N i+1 τi+1,i
−−−→ N i −→ · · · , where

N i are smooth finite-dimensional manifolds. Define the algebra F(N )
of smooth functions on N as the direct limit of the homomorphisms

· · · −→ C∞(N i)
τ∗i+1,i
−−−→ C∞(N i+1) −→ · · · . Then there exist natural homomor-

phisms τ ∗∞,i : C
∞(N i) → F(N ) and the algebra F(N ) may be considered

to be filtered by the images of these maps. Let us consider calculus (see
Section 1) over F(N ) agreed with this filtration. Define the category Inf

as follows:

(1) The objects of Inf are the above introduced chains N endowed with
integrable distributions DN ⊂ D(F(N )), where the word “integrable”
means that [DN ,DN ] ⊂ DN .

(2) If N1 = {N i
1, τ

1
i+1,i}, N2 = {N i

2, τ
2
i+1,i} are two objects of Inf, then a

morphism ϕ : N1 → N2 is a system of smooth maps ϕi : N
i+α
1 → N i

2,
where α ∈ Z is independent of i, satisfying τ 2

i+1,i◦ϕi+1 = ϕi◦τ 1
i+α+1,i+α

and such that ϕ∗,θ(DN1,θ) ⊂ DN2,ϕ(θ) for any point θ ∈ N1.

Definition 4.1. A morphism ϕ : N1 → N2 is called a covering in the cat-

egory Inf, if ϕ∗,θ

∣∣∣DN1,θ
: DN1,θ → DN2,ϕ(θ) is an isomorphism for any point

θ ∈ N1.

In particular, manifolds J∞(π) and E∞ endowed with the corresponding
Cartan distributions are objects of Inf and we can consider coverings over
these objects.

Example 4.1. Let ∆: Γ(π)→ Γ(π′) be a differential operator of order ≤ k.

Then the system of maps Φ
(l)
∆ : J l+l(π)→ J l(π′) (see the proof of Lemma 3.3

on page 38) is a morphism of J∞(π) to J∞(π′). Under unrestrictive condi-
tions of regularity, its image is of the form E∞ for some equation E in the
bundle π′ while the map J∞(π)→ E∞ is a covering.

Definition 4.2. Let ϕ′ : N ′ → N and ϕ′′ : N ′′ → N be two coverings.

(1) A morphism ψ : N ′ → N ′′ is said to be a morphism of coverings, if
ϕ′ = ϕ′′ ◦ ψ.

(2) The coverings ϕ′, ϕ′′ are called equivalent, if there exists a morphism
ψ : N ′ → N ′′ which is a diffeomorphism.
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Definition 4.3. A covering ϕ : N ′ −→ N is called linear, if

(1) ϕ is a linear bundle;
(2) any element X ∈ D(N ′) preserves the submodule of fiber-wise linear

(with respect to the projection ϕ) functions in F(N ′).

Let N be an object of Inf and W be a smooth manifold. Consider the
projection τW : N × W → N to the first factor. Then we can make a
covering of τW by lifting the distribution DN to N ×W in a trivial way.

Definition 4.4. A covering τ : N ′ → N is called trivial, if it is equivalent
to the covering τW for some W .

Let again ϕ′ : N ′ → N , ϕ′′ : N ′′ → N be two coverings. Consider the
commutative diagram

N ′ ×N N ′′ ϕ′′∗(ϕ′)
−−−−→ N ′′

ϕ′∗(ϕ′′)

y
yϕ′′

N ′ ϕ′

−−−→ N

where
N ′ ×N N

′′ = { (θ′, θ′′) ∈ N ′ ×N ′′ | ϕ′(θ′) = ϕ′′(θ′′) }

while ϕ′∗(ϕ′′), ϕ′′∗(ϕ′) are natural projections. The manifold N ′ ×N N ′′ is
supplied with a natural structure of an object of Inf and the maps (ϕ′)∗(ϕ′′),
(ϕ′′)∗(ϕ′) become coverings.

Definition 4.5. The composition

ϕ′ ×N ϕ′′ = ϕ′ ◦ ϕ′∗(ϕ′′) = ϕ′′ ◦ ϕ′′∗(ϕ′) : N ′ ×N N
′′ → N

is called the Whitney product of the coverings ϕ′ and ϕ′′.

Definition 4.6. A covering is said to be reducible, if it is equivalent to a
covering of the form ϕ ×N τ , where τ is a trivial covering. Otherwise it is
called irreducible.

From now on, all coverings under consideration will be assumed to be
smooth fiber bundles. The fiber dimension is called the dimension of the

covering ϕ under consideration and is denoted by dimϕ.

Proposition 4.1. Let E ⊂ Jk(π) be an equation in the bundle π : E → M
and ϕ : N → E∞ be a smooth fiber bundle. Then the following statements

are equivalent:

(1) The bundle ϕ is equipped with a structure of a covering.

(2) There exists a connection Cϕ in the bundle π∞◦ϕ : N →M , Cϕ : X 7→
Xϕ, X ∈ D(M), Xϕ ∈ D(N ), such that

(a) [Xϕ, Y ϕ] = [X, Y ]ϕ, i.e., Cϕ is flat, and
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(b) any vector field Xϕ is projectible to E∞ under ϕ∗ and ϕ∗(X
ϕ) =

CX, where C is the Cartan connection on E∞.

The proof reduces to the check of definitions.
Using this result, we shall now obtain coordinate description of coverings.

Namely, let x1, . . . , xn, u
1, . . . , um be local coordinates in J0(π) and assume

that internal coordinates in E∞ are chosen. Suppose also that over the
neighborhood under consideration the bundle ϕ : N → E∞ is trivial with the
fiber W and w1, w2, . . . , ws, . . . are local coordinates in W . The functions
wj are called nonlocal coordinates in the covering ϕ. The connection Cϕ

puts into correspondence to any partial derivative ∂/∂xi the vector field

Cϕ(∂/∂xi) = D̃i. By Proposition 4.1 on the facing page, these vector fields
are to be of the form

D̃i = Di +Xv
i = Di +

∑

α

Xα
i

∂

∂wα
, i = 1, . . . , n, (4.1)

where Di are restrictions of total derivatives to E∞, and satisfy the condi-
tions

[D̃i, D̃i] = [Di, Dj] + [Di, X
v
j ] + [Xv

i , Dj] + [Xv
i , X

v
j ]

= [Di, X
v
j ] + [Xv

i , Dj] + [Xv
i , X

v
j ] = 0

(4.2)

for all i, j = 1, . . . , n.
We shall now prove a number of facts that simplify checking of triviality

and equivalence of coverings.

Proposition 4.2. Let ϕ1 : N1 → E∞ and ϕ2 : N2 → E∞ be two coverings of

the same dimension r < ∞. They are equivalent if and only if there exists

a submanifold X ⊂ N1 ×E∞ N2 such that

(1) codimX = r;
(2) The restrictions ϕ∗

1(ϕ2) |X and ϕ∗
2(ϕ1) |X are surjections.

(3) (DN1×E∞N2)θ ⊂ TθX for any point θ ∈ X.

Proof. In fact, if ψ : N1 → N2 is an equivalence, then its graph Gψ =
{ (y, ψ(y)) | y ∈ N1 } is the needed manifold X. Conversely, if X is a
manifold satisfying (1)–(3), then the correspondence

y 7→ ϕ∗
1(ϕ2)

(
(ϕ∗

1(ϕ2))
−1(y) ∩X

)

is an equivalence.

Submanifolds X satisfying assumption (3) of the previous proposition are
called invariant.

Proposition 4.3. Let ϕ1 : N1 → E∞ and ϕ2 : N2 → E∞ be two irreducible

coverings of the same dimension r < ∞. Assume that the Whitney prod-

uct of ϕ1 and ϕ2 is reducible and there exists an invariant submanifold X
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in N1 ×E∞ N2 of codimension r. Then ϕ1 and ϕ2 are equivalent almost

everywhere.

Proof. Since ϕ1, ϕ2 are irreducible, X is to be mapped surjectively almost
everywhere by ϕ∗

1(ϕ2) and ϕ∗
2(ϕ1) to N1 and N2 respectively (otherwise,

their images would be invariant submanifolds). Hence, the coverings are
equivalent by Proposition 4.2 on the page before.

Corollary 4.4. If ϕ1 and ϕ2 are one-dimensional coverings over E∞ and

their Whitney product is reducible, then they are equivalent.

Proposition 4.5. Let ϕ : N → E∞ be a covering and U ⊂ E∞ be a domain

such that the the manifold Ũ = ϕ−1(U) is represented in the form U × R
r,

r ≤ ∞, while ϕ|Ũ is the projection to the first factor. Then the covering ϕ
is locally irreducible if the system

Dϕ
1 (f) = 0, . . . , Dϕ

n(f) = 0 (4.3)

has only constant solutions.

Proof. Suppose that there exists a solution f 6= const of (4.3). Then, since
the only solutions of the system

D1(f) = 0, . . . , Dn(f) = 0,

where Di is the restriction of the i-th total derivative to E∞, are constants, f
depends on one nonlocal variable wα at least. Without loss of generality we
may assume that ∂f/∂w1 6= 0 in a neighborhood U ′ × V , U ′ ⊂ U , V ⊂ R

r.
Define the diffeomorphism ψ : U ′ ⊂ U → ψ(U ′ ⊂ U) by setting

ψ(. . . , xi, . . . , p
j
σ, . . . , w

α, . . . ) = (. . . , xi, . . . , p
j
σ, . . . , f, w

2, . . . , wα, . . . ).

Then ψ∗(D
ϕ
i ) = Di +

∑
α>1X

α
i ∂/∂w

α and consequently ϕ is reducible.
Let now ϕ be a reducible covering, i.e., ϕ = ϕ′ ×E∞ τ , where τ is trivial.

Then, if f is a smooth function on the total space of the covering τ , the
function f ∗ =

(
τ ∗(ϕ′)

)∗
(f) is a solution of (4.3). Obviously, there exists an

f such that f ∗ 6= const.

4.2. Nonlocal symmetries and shadows. Let N be an object of Inf

with the integrable distribution D = DN . Define

DD(N ) = {X ∈ D(N ) | [X,D] ⊂ D }

and set symN = DD(N )/DN . Obviously, DD(N ) is a Lie R-algebra and D
is its ideal. Elements of the Lie algebra symN are called symmetries of the
object N .

Definition 4.7. Let ϕ : N → E∞ be a covering. A nonlocal ϕ-symmetry of
E is an element of symN . The Lie algebra of such symmetries is denoted
by symϕ E .
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A base for computation of nonlocal symmetries is the following two re-
sults.

Theorem 4.6. Let ϕ : N → E∞ be a covering. The algebra symϕ E is

isomorphic to the Lie algebra of vector fields X on N such that

(1) X is vertical, i.e., X(ϕ∗(f)) = 0 for any function f ∈ C∞(M) ⊂
F(E);

(2) [X,Dϕ
i ] = 0, i = 1, . . . , n.

Proof. Note that the first condition means that in coordinate representation
the coefficients of the field X at all ∂/∂xi vanish. Hence the intersection
of the set of vertical fields with D vanish. On the other hand, in any coset
[X] ∈ symϕ E there exists one and only one vertical element Xv. In fact,
let X be an arbitrary element of [X]. Then Xv = X −

∑
i aiD

ϕ
i , where ai

is the coefficient of X at ∂/∂xi.

Theorem 4.7. Let ϕ : N = E∞ × R
r → E∞ be the covering locally deter-

mined by the fields

Dϕ
i = Di +

r∑

α=1

Xα
i

∂

∂wα
, i = 1, . . . , n, Xα

i ∈ F(N ),

where w1, w2, . . . are coordinates in R
r (nonlocal variables). Then any non-

local ϕ-symmetry of the equation E = {F = 0} is of the form

З̃ψ,a = З̃ψ +

r∑

α=1

aα
∂

∂wα
, (4.4)

where ψ = ψ1, . . . , ψm, a = (a1, . . . , ar), ψi, aα ∈ F(N ) are functions

satisfying the conditions

ℓ̃F (ψ) = 0, (4.5)

D̃i(a
α) = З̃ψ,a(X

α
i ) (4.6)

while

З̃ψ =
∑

j,σ

D̃σ(ψ)
∂

∂ujσ
(4.7)

and ℓ̃F is obtained from ℓF by changing total derivatives Di for Dϕ
i .

Proof. Let X ∈ symϕ E . Using Theorem 4.6, let us write down the field X
in the form

X =
∑

σ,j

′

bjσ
∂

∂ujσ
+

r∑

α=1

aα
∂

∂wα
, (4.8)
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where “prime” over the first sum means that the summation extends on
internal coordinates in E∞ only. Then, equaling to zero the coefficient at
∂/∂ujσ in the commutator [X,Dϕ

i ], we obtain the following equations

Dϕ
i (b

j
σ) =

{
bjσi, if bjσi is an internal coordinate,

X(ujσi) otherwise.

Solving these equations, we obtain that the first summand in (4.8) on the

page before is of the form З̃ψ, where ψ satisfies (4.5) on the preceding
page.

Comparing the result obtained with the description on local symmetries
(see Theorem 3.29 on page 67), we see that in the nonlocal setting an
additional obstruction arises represented by equation (4.6) on the preceding
page. Thus, in general, not every solution of (4.5) corresponds to a nonlocal

ϕ-symmetry. We call vector fields З̃ψ of the form (4.7), where ψ satisfies
equation (4.5), ϕ-shadows. In the next subsection it will be shown that

for any ϕ-shadow З̃ψ there exists a covering ϕ′ : N ′ → N and a nonlocal

ϕ ◦ ϕ′-symmetry S such that ϕ′
∗(S) = З̃ψ.

4.3. Reconstruction theorems. Let E ⊂ Jk(π) be a differential equation.
Let us first establish relations between horizontal cohomology of E (see
Definition 3.27 on page 60) and coverings over E∞. All constructions below
are realized in a local chart U ⊂ E∞.

Consider a horizontal 1-form ω =
∑n

i=1Xi dxi ∈ Λ̄1(E) and define on the
space E∞ × R the vector fields

Dω
i = Di +Xi∂/∂w, Xi ∈ F(E), (4.9)

where w is a coordinate along R. By direct computations, one can easily
see that the conditions [Dω

i , D
ω
j ] = 0 fulfill if and only if d̄ω = 0. Thus,

(4.9) determines a covering structure in the bundle ϕ : E∞ × R → E∞ and
this covering is denoted by ϕω. It is also obvious that the covering ϕω and
ϕω

′
are equivalent if and only if the forms ω and ω′ are cohomologous, i.e.,

if ω − ω′ = d̄f for some f ∈ F(E).
Let [ω1], . . . , [ω

α], . . . be an R-basis of the vector space H̄1(E). Let us
define the covering a1,0 : A1(E)→ E∞ as the Whitney product of all ϕωα. It
can be shown that the equivalence class of a1,0 does not depend on the basis
choice. Now, literary in the same manner as it was done in Definition 3.27
on page 60 for E∞, we can define horizontal cohomology for A1(E) and
construct the covering a2,1 : A2(E)→ A1(E), etc.

Definition 4.8. The inverse limit of the chain

· · · → Ak(E)
ak,k−1
−−−→ Ak−1(E)→ · · · → A1(E)

a1,0
−−→ E∞ (4.10)
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is called the universal Abelian covering of the equation E and is denoted by
a : A(E)→ E∞.

Obviously, H̄1(A(E)) = 0.

Theorem 4.8 (see [21]). Let a : A(E)→ E∞ be the universal Abelian cov-

ering of the equation E = {F = 0}. Then any a-shadow reconstructs

up to a nonlocal a-symmetry, i.e., for any solution ψ = (ψ1, . . . , ψm),

ψj ∈ F(A(E)), of the equation ℓ̃F (ψ) = 0 there exists a set of functions

a = (aα,i), where aα,i ∈ F(A(E)) such that З̃ψ,a is a nonlocal a-symmetry.

Proof. Let wj,α, j ≤ k, be nonlocal variables in Ak(E) and assume that
the covering structure in a is determined by the vector fields Da

i = Di +∑
j,αX

j,α
i ∂/∂wj,α, where, by construction, Xj,α

i ∈ F(Aj−1(E)), i.e., the

functions Xj,α
i do not depend on wk,α for all k ≥ j.

Our aim is to prove that the system

Da

i (aj,α) = З̃ψ,a(X
j,α
i ) (4.11)

is solvable with respect to a = (aj,α) for any ψ ∈ ker ℓ̃F . We do this by
induction on j. Note that

[Da

i , З̃ψ,a] =
∑

j,α

(
Da

i (aj,α)− З̃ψ,a(X
j,α
i )
) ∂

∂wj,α

for any set of functions (aj,α). Then for j = 1 one has [Da

i , З̃ψ,a](X
1,α
k ) = 0,

or

Da

i

(
З̃ψ,a(X

1,α
k )
)

= З̃ψ,a

(
Da

i (X
1,α
k )
)
,

since X1,α
k are functions on E∞.

But from the construction of the covering a one hasDa

i (X
1,α
k ) = Da

k(X
1,α
i ),

and we finally obtain

Da

i

(
Зψ(X1,α

k )
)

= Da

k

(
Зψ(X1,α

i )
)
.

Note now that the equality H̄1(A(E)) = 0 implies existence of functions
a1,α satisfying

Da

i (a1,α) = Зψ(X1,α
i ),

i.e., equation (4.11) is solvable for j = 1.
Assume now that solvability of (4.11) was proved for j < s and the func-

tions (a1,α, . . . , aj−1,α) are some solutions. Then, since [Da

i , З̃ψ,a]
∣∣
Aj−1(E) =

0, we obtain the needed aj,α literally repeating the proof for the case
j = 1.

Let now ϕ : N −→ E∞ be an arbitrary covering. The next result shows
that any ϕ-shadow is reconstructable.
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Theorem 4.9 (see also [22]). For any ϕ-shadow, i.e., for a solution ψ =

(ψ1, . . . , ψm), ψj ∈ F(N ), of the equation ℓ̃F (ψ) = 0, there exists a covering

ϕψ : Nψ −→ N
ϕ
−→ E∞ and a ϕψ-symmetry Sψ, such that Sψ |E∞ = З̃ψ |E∞ .

Proof. Let locally the covering ϕ be represented by the vector fields

Dϕ
i = Di +

r∑

α=1

Xα
i

∂

∂wα
,

r ≤ ∞ being the dimension of ϕ. Consider the space R
∞ with the coordi-

nates wαl , α = 1, . . . , r, l = 0, 1, 2, . . . , wα0 = wα, and set Nψ = N × R
∞

with

D
ϕψ
i = Di +

∑

l,α

(
З̃ψ + Sw

)l
(Xα

i )
∂

∂wαl
, (4.12)

where

З̃ψ =
∑

σ,k

′

Dϕ
σ (ψk)

∂

∂ukσ
, Sw =

∑

α,l

wαl+1

∂

∂wαl
(4.13)

and “prime”, as before, denotes summation over internal coordinates.
Set Sψ = З̃ψ + Sw. Then

[Sψ, D
ϕψ
i ] =

∑

σ,k

′

З̃ψ(ūkσi)
∂

∂ukσ
+
∑

l,α

(
З̃ψ + Sw

)l+1

(Xα
i )

∂

∂wαl

−
∑

σ,k

′

D
ϕψ
i (Dϕ

σ (ψ
k))

∂

∂ukσ
−
∑

l,α

(
З̃ψ + Sw

)l+1

(Xα
i )

∂

∂wαl

=
∑

σ,k

′ (
З̃ψ(ūkσi)−D

ϕ
σi(ψ

k)
) ∂

∂ukσ
= 0.

Here, by definition, ūkσi = Dϕ
i (ukσ) |N .

Now, using the above proved equality, one has

[D
ϕψ
i , D

ϕψ
j ] =

∑

l,α

(
D
ϕψ
j

(
З̃ψ + Sw

)l
(Xα

j )−D
ϕψ
j

(
З̃ψ + Sw

)l
(Xα

i )
) ∂

∂wαl

=
∑

l,α

(
З̃ψ + Sw

)l(
D
ϕψ
i (Xα

j )−D
ϕψ
j (Xα

i )
) ∂

∂wαl
= 0,

since D
ϕψ
i (Xα

j )−D
ϕψ
j (Xα

i ) = Dϕ
i (Xα

j )−Dϕ
j (Xα

i ) = 0.

Let now ϕ : N −→ E∞ be a covering and ϕ′ : N ′ −→ N
ϕ
−→ E∞ be another

one. Then, by obvious reasons, any ϕ-shadow ψ is a ϕ′-shadow as well.
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Applying the construction of Theorem 4.9 to both ϕ and ϕ′, we obtain two
coverings, ϕψ and ϕ′

ψ respectively.

Lemma 4.10. The following commutative diagram of coverings

N ′
ψ −−−→ Nψy

y
N ′ −−−→ N −−−→ E∞

takes place. Moreover, if Sψ and S ′
ψ are nonlocal symmetries corresponding

in Nψ and N ′
ψ constructed by Theorem 4.9 on the preceding page, then

S ′
ψ

∣∣
F(Nψ) = Sψ.

Proof. It suffices to compare expressions (4.12) and (4.13) on the facing
page for the coverings Nψ and N ′

ψ.

As a corollary of Theorem 4.9 and of the previous lemma, we obtain the
following result.

Theorem 4.11. Let ϕ : N −→ E∞, E = {F = 0 }, be an arbitrary covering

and ψ1, . . . , ψs ∈ F(N ), be solutions of the equation ℓ̃F (ψ) = 0. Then there

exists a covering ϕΨ : NΨ −→ N
ϕ
−→ E∞ and ϕΨ-symmetries Sψ1 , . . . , Sψs,

such that Sψs |E∞ = З̃ψi |E∞ , i = 1, . . . , s.

Proof. Consider the section ψ1 and the covering ϕψ1 : Nψ1

ϕ̄ψ1−−→ N
ϕ
−→ E∞

together with the symmetry Sψ1 constructed in Theorem 4.9 on the pre-
ceding page. Then ψ2 is a ϕψ1-shadow and we can construct the covering

ϕψ1,ψ2 : Nψ1,ψ2

ϕ̄ψ1,ψ2−−−−→ Nψ1

ϕψ1−−→ E∞ with the symmetry Sψ2 . Applying this
procedure step by step, we obtain the series of coverings

Nψ1,...,ψs

ϕ̄ψ1,...,ψs−−−−−→ Nψ1,...,ψs−1

ϕ̄ψ1,...,ψs−1
−−−−−−→ · · ·

ϕ̄ψ1,ψ2−−−−→ Nψ1

ϕ̄ψ1−−→ N
ϕ
−→ E∞.

with the symmetries Sψ1 , . . . , Sψs. But ψ1 is a ϕψ1,...,ψs-shadow and we can

construct the covering ϕψ1 : N (1)
ψ1
−→ Nψ1,...,ψs −→ E

∞ with the symmetry S
(1)
ψ1

satisfying S
(1)
ψ1

∣∣∣F(Nψ1
) = Sψ1 (see Lemma 4.10), etc. Passing to the inverse

limit, we obtain the covering NΨ we need.
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5. Frölicher–Nijenhuis brackets and recursion operators

We return back to the general algebraic setting of Section 1 and extend
standard constructions of calculus to form-valued derivations. It allows us
to define Frölicher–Nijenhuis brackets and introduce a cohomology theory
(C-cohomologies) associated to commutative algebras with flat connections.
Applying this theory to partial differential equations, we obtain an algebraic
description of recursion operators for symmetries and describe efficient tools
to compute these operators. For technical details, examples and generaliza-
tions and we refer the reader to the papers [24, 28, 27] and [29, 31, 30].

In Subsection 6.4, C-cohomologies will be discussed again in the general
framework of horizontal cohomologies with coefficients.

5.1. Calculus in form-valued derivations. Let k be a field of charac-
teristic zero and A be a commutative unitary k-algebra. Let us recall the
basic notations from Section 1:

• D(P ) is the module of P -valued derivations A −→ P , where P is an
A-module;
• Di(P ) is the module of P -valued skew-symmetric i-derivations. In

particular, D1(P ) = D(P );
• Λi(A) is the module of differential i-forms of the algebra A;
• d : Λi(A) −→ Λi+1(A) is the de Rham differential.

Recall also that the modules Λi(A) are representative objects for the func-
tors Di : P ⇒ Di(P ), i.e., Di(P ) = HomA(Λi(A), P ). The isomorphism
D(P ) = HomA(Λ1(A), P ) can be expressed in more exact terms: for any
derivation X : A −→ P , there exists a uniquely defined homomorphism
ϕX : Λ1(A) −→ P satisfying X = ϕX ◦ d. Denote by 〈Z, ω〉 ∈ P the value of
the derivation Z ∈ Di(P ) at ω ∈ Λi(A).

Both Λ∗(A) =
⊕

i≥0 Λi(A) and D∗(A) =
⊕

i≥0 Di(A) are endowed with
the structures of superalgebras with respect to the wedge product operation
∧ : Λi(A) ⊗ Λj(A) −→ Λi+j(A) and ∧ : Di(A) ⊗ Dj(A) −→ Di+j(A), the de
Rham differential d : Λ∗(A) −→ Λ∗(A) becoming a derivation of Λ∗(A). Note
also that D∗(P ) =

⊕
i≥0 Di(P ) is a D∗(A)-module.

Using the paring 〈·, ·〉 and the wedge product, we define the inner product

(or contraction) iXω ∈ Λj−i(A) of X ∈ Di(A) and ω ∈ Λj(A), i ≤ j, by
setting

〈Y, iXω〉 = (−1)i(j−i)〈X ∧ Y, ω〉, (5.1)

where Y is an arbitrary element of Dj−i(P ), P being an A-module. We
formally set iXω = 0 for i > j. When i = 1, this definition coincides with
the one given in Section 1. Recall that the following duality is valid:

〈X, da ∧ ω〉 = 〈X(a), ω〉, (5.2)
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where ω ∈ Λi(A), X ∈ Di+1(P ), and a ∈ A (see Exercise 1.4 on page 14).
Using the property (5.2), one can show that

iX(ω ∧ θ) = iX(ω) ∧ θ + (−1)Xωω ∧ iX(ω)

for any ω, θ ∈ Λ∗(A), where (as everywhere below) the symbol of a graded
object used as the exponent of (−1) denotes the degree of that object.

We now define the Lie derivative of ω ∈ Λ∗(A) along X ∈ D∗(A) as

LXω =
(
iX ◦ d− (−1)Xd ◦ iX

)
ω = [iX , d]ω, (5.3)

where [·, ·] denotes the supercommutator: if ∆,∆′ : Λ∗(A) −→ Λ∗(A) are
graded derivations, then [∆,∆′] = ∆ ◦∆′ − (−1)∆∆′

∆′ ◦∆. For X ∈ D(A)
this definition coincides with the one given by equality (1.9) on page 15.

Consider now the graded module D(Λ∗(A)) of Λ∗(A)-valued derivations
A −→ Λ∗(A) (corresponding to form-valued vector fields—or, which is
the same—vector-valued differential forms on a smooth manifold). Note
that the graded structure in D(Λ∗(A)) is determined by the splitting
D(Λ∗(A)) =

⊕
i≥0 D(Λi(A)) and thus elements of grading i are derivations

X such that imX ⊂ Λi(A). We shall need three algebraic structures asso-
ciated to D(Λ∗(A)). First note that D(Λ∗(A)) is a graded Λ∗(A)-module:
for any X ∈ D(Λ∗(A)), ω ∈ Λ∗(A) and a ∈ A we set (ω ∧X)a = ω ∧X(a).
Second, we can define the inner product iXω ∈ Λi+j−1(A) of X ∈ D(Λi(A))
and ω ∈ Λj(A) in the following way. If j = 0, we set iXω = 0. Then,
by induction on j and using the fact that Λ∗(A) as a graded A-algebra is
generated by the elements of the form da, a ∈ A, we set

iX(da ∧ ω) = X(a) ∧ ω − (−1)Xda ∧ iX(ω), a ∈ A. (5.4)

Finally, we can contract elements of D(Λ∗(A)) with each other in the fol-
lowing way:

(iXY )a = iX(Y a), X, Y ∈ D(Λ∗(A)), a ∈ A. (5.5)

Three properties of contractions are essential in the sequel.

Proposition 5.1. Let X, Y ∈ D(Λ∗(A)) and ω, θ ∈ Λ∗(A). Then

iX(ω ∧ θ) = iX(ω) ∧ θ + (−1)ω(X−1)ω ∧ iX(θ), (5.6)

iX(ω ∧ Y ) = iX(ω) ∧ Y + (−1)ω(X−1)ω ∧ iX(Y ), (5.7)

[iX , iY ] = i[[X,Y ]]rn , (5.8)

where

[[X, Y ]]rn = iX(Y )− (−1)(X−1)(Y −1)iY (X). (5.9)
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Proof. Equality (5.6) is a direct consequence of (5.4). To prove (5.7), it
suffices to use the definition and expressions (5.5) and (5.6).

Let us prove (5.8) now. To do this, note first that due to (5.5) the equality
is sufficient to be checked on elements ω ∈ Λj(A). Let us use induction on
j. For j = 0 it holds in a trivial way. Let a ∈ A; then one has

[iX , iY ](da ∧ ω) =
(
iX ◦ iY − (−1)(X−1)(Y −1)iY ◦ iX

)
(da ∧ ω)

= iX(iY (da ∧ ω))− (−1)(X−1)(Y −1)iY (iX(da ∧ ω)).

But

iX(iY (da ∧ ω)) = iX(Y (a) ∧ ω − (−1)Y da ∧ iY ω)

= iX(Y (a)) ∧ ω + (−1)(X−1)Y Y (a) ∧ iXω − (−1)Y (X(a) ∧ iY ω

− (−1)Xda ∧ iX(iY ω)),

while

iY (iX(da ∧ ω) = iY (X(a) ∧ ω − (−1)Xda ∧ iXω)

= iY (X(a)) ∧ ω + (−1)X(Y−1)X(a) ∧ iY ω − (−1)X(Y (a) ∧ ω

− (−1)Y da ∧ iY (iXω)).

Hence,

[iX , iY ](da ∧ ω) =
(
iX(Y (a))− (−1)(X−1)(Y −1)iY (X(a))

)
∧ ω

+ (−1)X+Y da ∧
(
iX(iY ω)− (−1)(X−1)(Y −1)iY (iXω)

)
.

But, by definition,

iX(Y (a))− (−1)(X−1)(Y −1)iY (X(a))

= (iXY − (−1)(X−1)(Y −1)iYX)(a) = [[X, Y ]]rn(a),

whereas

iX(iY ω)− (−1)(X−1)(Y −1)iY (iXω) = i[[X,Y ]]rn(ω)

by induction hypothesis.

Definition 5.1. The element [[X, Y ]]rn defined by equality (5.9) is called
the Richardson–Nijenhuis bracket of elements X and Y .

Directly from Proposition 5.1 we obtain the following
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Proposition 5.2. For any derivations X, Y, Z ∈ D(Λ∗(A)) and a form

ω ∈ Λ∗(A) one has

[[X, Y ]]rn + (−1)(X+1)(Y +1)[[Y,X]]rn = 0, (5.10)∮
(−1)(Y+1)(X+Z)[[[[X, Y ]]rn, Z]]rn = 0, (5.11)

[[X,ω ∧ Y ]]rn = iX(ω) ∧ Y + (−1)(X+1)ωω ∧ [[X, Y ]]rn. (5.12)

Here and below the symbol
∮

denotes the sum of cyclic permutations.

Remark 5.1. Note that Proposition 5.2 means that D(Λ∗(A))↓ is a Gersten-
haber algebra with respect to the Richardson–Nijenhuis bracket [23]. Here
the superscript ↓ denotes the shift of grading by 1.

Similarly to (5.3) define the Lie derivative of ω ∈ Λ∗(A) along X ∈
D(Λ∗(A)) by

LXω = (iX ◦ d+ (−1)Xd ◦ iX)ω = [iX , d]ω (5.13)

(the change of sign is due to the fact that deg(iX) = deg(X)−1). From the
properties of iX and d we obtain

Proposition 5.3. For any X ∈ D(Λ∗(A)) and ω, θ ∈ Λ∗(A), one has the

following identities:

LX(ω ∧ θ) = LX(ω) ∧ θ + (−1)Xωω ∧ LX(θ), (5.14)

Lω∧X = ω ∧ LX + (−1)ω+Xd(ω) ∧ iX , (5.15)

[LX , d] = 0. (5.16)

Our main concern now is to analyze the commutator [LX ,LY ] of two Lie
derivatives. It may be done efficiently for smooth algebras (see Definition 1.9
on page 19).

Proposition 5.4. Let A be a smooth algebra. Then for any derivations

X, Y ∈ D(Λ∗(A)) there exists a uniquely determined element [[X, Y ]]fn ∈
D(Λ∗(A)) such that

[LX , LY ] = L[[X,Y ]]fn . (5.17)

Proof. To prove existence, recall that for smooth algebras one has

Di(P ) = HomA(Λi(A), P ) = P ⊗A HomA(Λi(A), A) = P ⊗A Di(A)

for any A-module P and integer i ≥ 0. Using this identification, represent
elements X, Y ∈ D(Λ∗(A)) in the form

X = ω ⊗X ′ and Y = θ ⊗ Y ′ for ω, θ ∈ Λ∗(A), X ′, Y ′ ∈ D(A).
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Then it is easily checked that the element

Z = ω ∧ θ ⊗ [X ′, Y ′] + ω ∧ LX′θ ⊗ Y + (−1)ωdω ∧ iX′θ ⊗ Y ′

− (−1)ωθθ ∧ LY ′ω ⊗X ′ − (−1)(ω+1)θdθ ∧ iY ′ω ⊗X ′ (5.18)

= ω ∧ θ ⊗ [X ′, Y ′] + LXθ ⊗ Y
′ − (−1)ωθLY ω ⊗X

′

satisfies (5.17).
Uniqueness follows from the fact that LX(a) = X(a) for any a ∈ A.

Definition 5.2. The element [[X, Y ]]fn ∈ Di+j(Λ∗(A)) defined by formula
(5.17) is called the Frölicher–Nijenhuis bracket of elements X ∈ Di(Λ∗(A))
and Y ∈ Dj(Λ∗(A)).

The basic properties of this bracket are summarized in the following

Proposition 5.5. Let A be a smooth algebra, X, Y, Z ∈ D(Λ∗(A)) be

derivations and ω ∈ Λ∗(A) be a differential form. Then the following iden-

tities are valid:

[[X, Y ]]fn + (−1)XY [[Y,X]]fn = 0, (5.19)
∮

(−1)Y (X+Z)[[X, [[Y, Z]]fn]]fn = 0, (5.20)

i[[X,Y ]]fn = [LX , iY ] + (−1)X(Y +1)LiYX , (5.21)

iZ [[X, Y ]]fn = [[iZX, Y ]]fn + (−1)X(Z+1)[[X, iZY ]]fn

+ (−1)X i[[Z,X]]fnY − (−1)(X+1)Y i[[Z,Y ]]fnX,
(5.22)

[[X,ω ∧ Y ]]fn = LXω ∧ Y − (−1)(X+1)(Y +ω)dω ∧ iYX

+ (−1)Xωω ∧ [[X, Y ]]fn.
(5.23)

Note that the first two equalities in the previous proposition mean that
the module D(Λ∗(A)) is a Lie superalgebra with respect to the Frölicher–
Nijenhuis bracket.

Remark 5.2. The above exposed algebraic scheme has a geometrical real-
ization, if one takes A = C∞(M), M being a smooth finite-dimensional
manifold. The algebra A = C∞(M) is smooth in this case. However,
in the geometrical theory of differential equations we have to work with
infinite-dimensional manifolds10 of the form N = proj lim{πk+1,k}

Nk, where
all the maps πk+1,k : Nk+1 −→ Nk are surjections of finite-dimensional
smooth manifolds. The corresponding algebraic object is a filtered alge-
bra A =

⋃
k∈Z

Ak, Ak ⊂ Ak+1, where all Ak are subalgebras in A. As it
was already noted, self-contained differential calculus over A is constructed,

10Infinite jets, infinite prolongations of differential equations, total spaces of coverings,
etc.
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if one considers the category of all filtered A-modules with filtered homo-
morphisms for morphisms between them. Then all functors of differential
calculus in this category become filtered, as well as their representative
objects.

In particular, the A-modules Λi(A) are filtered by Ak-modules Λi(Ak).
We say that the algebra A is finitely smooth, if Λ1(Ak) is a projective Ak-
module of finite type for any k ∈ Z. For finitely smooth algebras, elements
of D(P ) may be represented as formal infinite sums

∑
k pk ⊗Xk, such that

any finite sum Sn =
∑

k≤n pk⊗Xk is a derivation An −→ Pn+s for some fixed
s ∈ Z. Any derivation X is completely determined by the system {Sn} and
Proposition 5.5 obviously remains valid.

5.2. Algebras with flat connections and cohomology. We now intro-
duce the second object of our interest. Let A be an k-algebra, k being a
field of zero characteristic, and B be an algebra over A. We shall assume
that the corresponding homomorphism ϕ : A −→ B is an embedding. Let
P be a B-module; then it is an A-module as well and we can consider the
B-module D(A,P ) of P -valued derivations A −→ P .

Definition 5.3. Let ∇• : D(A, ·) ⇒ D(·) be a natural transformations of
functors D(A, ·) : A ⇒ D(A,P ) and D(·) : P ⇒ D(·) in the category of B-
modules, i.e., a system of homomorphisms ∇P : D(A,P ) −→ D(P ) such that
the diagram

D(A,P )
∇P
−−−→ D(P )

D(A,f)

y
yD(f)

D(A,Q)
∇Q
−−−→ D(Q)

is commutative for any B-homomorphism f : P −→ Q. We say that ∇• is a
connection in the triad (A,B, ϕ), if ∇P (X) |A = X for any X ∈ D(A,P ).

Here and below we use the notation Y |A = Y ◦ ϕ for any Y ∈ D(P ).

Remark 5.3. When A = C∞(M), B = C∞(E), ϕ = π∗, where M and E
are smooth manifolds and π : E −→ M is a smooth fiber bundle, Definition
5.3 reduces to the ordinary definition of a connection in the bundle π. In
fact, if we have a connection ∇• in the sense of Definition 5.3, then the
correspondence

D(A) →֒ D(A,B)
∇B
−−→ D(B)

allows one to lift any vector field on M up to a π-projectible field on E.
Conversely, if ∇ is such a correspondence, then we can construct a natural
transformation ∇• of the functors D(A, ·) and D(·) due to the fact that for
smooth finite-dimensional manifolds one has D(A,P ) = P ⊗A D(A) and
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D(P ) = P ⊗B D(P ) for an arbitrary B-module P . We use the notation
∇ = ∇B in the sequel.

Definition 5.4. Let ∇• be a connection in (A,B, ϕ) and X, Y ∈ D(A,B)
be two derivations. The curvature form of the connection ∇• on the pair
X, Y is defined by

R∇(X, Y ) = [∇(X),∇(Y )]−∇(∇(X) ◦ Y −∇(Y ) ◦X). (5.24)

Note that (5.24) makes sense, since ∇(X) ◦ Y − ∇(Y ) ◦ X is a B-valued
derivation of A.

Consider now the de Rham differential d = dB : B −→ Λ1(B). Then the
composition dB ◦ϕ : A −→ B is a derivation. Consequently, we may consider
the derivation ∇(dB ◦ ϕ) ∈ D(Λ1(B)).

Definition 5.5. The element U∇ ∈ D(Λ1(B)) defined by

U∇ = ∇(dB ◦ ϕ)− dB (5.25)

is called the connection form of ∇.

Directly from the definition we obtain the following

Lemma 5.6. The equality

iX(U∇) = X −∇(X |A ) (5.26)

holds for any X ∈ D(B).

Using this result, we now prove

Proposition 5.7. If B is a smooth algebra, then

iY iX [[U∇, U∇]]fn = 2R∇(X |A , Y |A ) (5.27)

for any X, Y ∈ D(B).

Proof. First note that degU∇ = 1. Then using (5.22) and (5.19) we obtain

iX [[U∇, U∇]]fn = [[iXU∇, U∇]]fn + [[U∇, iXU∇]]fn − i[[X,U∇]]fnU∇ − i[[X,U∇]]fnU∇

= 2
(
[[iXU∇, U∇]]fn − i[[X,U∇]]fnU∇

)
.

Applying iY to the last expression and using (5.20) and (5.22), we get now

iY iX [[U∇, U∇]]fn = 2
(
[[iXU∇, iY U∇]]fn − i[[X,Y ]]fnU∇

)
.

But [[V,W ]]fn = [V,W ] for any V,W ∈ D(Λ0(A)) = D(A). Hence, by (5.26),
we have

iY iX [[U∇, U∇]]fn = 2
(
[X−∇(X |A ), Y −∇(Y |A )]− ([X, Y ]−∇([X, Y ] |A ))

)
.

It only remains to note now that ∇(X |A ) |A = X |A and [X, Y ] |A = X ◦
Y |A − Y ◦X |A .



85

Definition 5.6. A connection ∇ in (A,B, ϕ) is called flat, if R∇ = 0.

Thus for flat connections we have

[[U∇, U∇]]fn = 0. (5.28)

Let U ∈ D(Λ1(B)) be an element satisfying (5.28). Then from the graded

Jacobi identity (5.20) we obtain 2[[U, [[U,X]]fn]]fn = [[[[U,U ]]fn, X]]fn = 0 for

any X ∈ D(Λ∗(A)). Consequently, the operator ∂U = [[U, ·]]fn : D(Λi(B)) −→
D(Λi+1(B)) defined by the equality ∂U (X) = [[U,X]]fn satisfies the identity
∂U ◦ ∂U = 0.

Consider now the case U = U∇, where ∇ is a flat connection.

Definition 5.7. An element X ∈ D(Λ∗(B)) is called vertical, if X(a) = 0
for any a ∈ A. Denote the B-submodule of such elements by Dv(Λ∗(B)).

Lemma 5.8. Let ∇ be a connection in (A,B, ϕ). Then

(1) an element X ∈ D(Λ∗(B)) is vertical if and only if iXU∇ = X;

(2) the connection form U∇ is vertical, U∇ ∈ Dv(Λ1(B));
(3) the map ∂U∇

preserves verticality, ∂U∇
(Dv(Λi(B))) ⊂ Dv(Λi+1(B)).

Proof. To prove (1), use Lemma 5.6: from (5.26) it follows that iXU∇ = X
if and only if ∇(X |A ) = 0. But ∇(X |A ) |A = X |A . The second statements
follows from the same lemma and from the first one:

iU∇
U∇ = U∇ −∇(U∇ |A ) = U∇ −∇

(
(U∇ −∇(U∇ |A ) |A

)
= U∇.

Finally, (3) is a consequence of (5.22).

Definition 5.8. Denote the restriction ∂U∇

∣∣
Dv(Λ∗(A)) by ∂∇ and call the

complex

0 −→ Dv(B)
∂∇−→ Dv(Λ1(B)) −→ · · · −→ Dv(Λi(B))

∂∇−→ Dv(Λi+1(B)) −→ · · ·
(5.29)

the ∇-complex of the triple (A,B, ϕ). The corresponding cohomology is de-
noted by H∗

∇(B;A,ϕ) =
⊕

i≥0H
i
∇(B;A,ϕ) and is called the ∇-cohomology

of the triple (A,B, ϕ).

Introduce the notation

dv∇ = LU∇
: Λi(B) −→ Λi+1(B). (5.30)

Proposition 5.9. Let ∇ be a flat connection in the triple (A,B, ϕ) and B
be a smooth (or finitely smooth) algebra. Then for any X, Y ∈ Dv(Λ∗(A))
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and ω ∈ Λ∗(A) one has

∂∇[[X, Y ]]fn = [[∂∇X, Y ]]fn + (−1)X [[X, ∂∇Y ]]fn, (5.31)

[iX , ∂∇] = (−1)X i∂∇X , (5.32)

∂∇(ω ∧X) = (dv∇ − d)(ω) ∧X + (−1)ωω ∧ ∂∇X, (5.33)

[dv∇, iX ] = i∂∇X + (−1)XLX . (5.34)

Proof. Equality (5.31) is a direct consequence of (5.20). Equality (5.32)
follows from (5.22). Equality (5.33) follows from (5.23) and (5.26). Finally,
(5.34) is obtained from (5.21).

Corollary 5.10. The cohomology module H∗
∇(B;A,ϕ) inherits the graded

Lie algebra structure with respect to the Frölicher–Nijenhuis bracket [[·, ·]]fn,
as well as to the contraction operation.

Proof. Note that Dv(Λ∗(A)) is closed with respect to the Frölicher–Nijen-
huis bracket: to prove this fact, it suffices to apply (5.22). Then the first
statement follows from (5.31). The second one is a consequence of (5.32).

Remark 5.4. We preserve the same notations for the inherited structures.
Note, in particular, that H0

∇(B;A,ϕ) is a Lie algebra with respect to the
Frölicher–Nijenhuis bracket (which reduces to the ordinary Lie bracket in
this case). Moreover, H1

∇(B;A,ϕ) is an associative algebra with respect to
the inherited contraction, while the action

RΩ : X 7→ iXΩ, X ∈ H0
∇(B;A,ϕ), Ω ∈ H1

∇(B;A,ϕ)

is a representation of this algebra as endomorphisms of H0
∇(B;A,ϕ).

Consider now the map dv∇ : Λ∗(B) −→ Λ∗(B) defined by (5.30) and define
dh∇ = dB − dv∇.

Proposition 5.11. Let B be a (finitely) smooth algebra and ∇ be a smooth

connection in the triple (B;A,ϕ). Then

(1) The pair (dh∇, d
v
∇) forms a bicomplex, i.e.

dv∇ ◦ d
v
∇ = 0, dh∇ ◦ d

h
∇ = 0, dh∇ ◦ d

v
∇ + dv∇ ◦ d

h
∇ = 0. (5.35)

(2) The differential dh∇ possesses the following properties

[dh∇, iX ] = −i∂∇X , (5.36)

∂∇(ω ∧X) = −dh∇(ω) ∧X + (−1)ωω ∧ ∂∇X, (5.37)

where ω ∈ Λ∗(B), X ∈ Dv(Λ∗(B)).
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Proof. (1) Since deg dv∇ = 1, we have

2dv∇ ◦ d
v
∇ = [dv∇, d

v
∇] = [LU∇

,LU∇
] = L[[U∇,U∇]]fn = 0.

Since dv∇ = LU∇
, the identity [dB, d

v
∇] = 0 holds (see (5.16)), and it concludes

the proof of the first part.
(2) To prove (5.36), note that

[dh∇, iX ] = [dB − d
h
∇, iX ] = (−1)XLX − [dv∇, iX ],

and (5.36) holds due to (5.34). Finally, (5.37) is just the other form of
(5.33).

Definition 5.9. Let ∇ be a connection in (A,B, ϕ).

(1) The bicomplex (B, dh∇, d
v
∇) is called the variational bicomplex associ-

ated to the connection ∇.
(2) The corresponding spectral sequence is called the ∇-spectral sequence

of the triple (A,B, ϕ).

Obviously, the ∇-spectral sequence converges to the de Rham cohomology
of B.

To finish this section, note the following. Since the module Λ1(B) is
generated by the image of the operator dB : B −→ Λ1(B) while the graded
algebra Λ∗(B) is generated by Λ1(B), we have the direct sum decomposition

Λ∗(B) =
⊕

i≥0

⊕

p+q=i

Λp
v(B)⊗ Λq

h(B),

where

Λp
v(B) = Λ1

v(B) ∧ · · · ∧ Λ1
v(B)︸ ︷︷ ︸

p times

, Λq
h(B) = Λ1

h(B) ∧ · · · ∧ Λ1
h(B)︸ ︷︷ ︸

q times

,

while the submodules Λ1
v(B) ⊂ Λ1(B), Λ1

h(B) ⊂ Λ1(B) are spanned in
Λ1(B) by the images of the differentials dv∇ and dh∇ respectively. Obviously,
we have the following embeddings:

dh∇ (Λp
v(B)⊗ Λq

h(B)) ⊂ Λp
v(B)⊗ Λq+1

h (B),

dv∇ (Λp
v(B)⊗ Λq

h(B)) ⊂ Λp+1
v (B)⊗ Λq

h(B).

Denote by Dp,q(B) the module Dv(Λp
v(B) ⊗ Λq

h(B)). Then, obviously,
Dv(B) =

⊕
i≥0

⊕
p+q=i D

p,q(B), while from equalities (5.36) and (5.37) we
obtain

∂∇
(
Dp,q(B)

)
⊂ Dp,q+1(B).

Consequently, the module H∗
∇(B;A,ϕ) is split as

H∗
∇(B;A,ϕ) =

⊕

i≥0

⊕

p+q=i

Hp,q
∇ (B;A,ϕ) (5.38)

with the obvious meaning of the notation Hp,q
∇ (B;A,ϕ).
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5.3. Applications to differential equations: recursion operators.

Now we apply the above exposed algebraic results to the case of infinitely
prolonged differential equations. Let us start with establishing a corre-
spondence between geometric constructions of Section 3 and algebraic ones
presented in the previous two subsections.

Let E ⊂ Jk(π) be a formally integrable equation (see Definition 3.20 on
page 54) and E∞ ⊂ J∞(π) be its infinite prolongations. Then the bundle
π∞ : E∞ −→ M is endowed with the Cartan connection C (Definition 3.23
on page 57) and this connection is flat (Corollary 3.19 on page 58). Thus
the triple (

A = C∞(M), B = F(E), ϕ = π∗
∞

)

with ∇ = C is an algebra with a flat connection, A being a smooth and
B being a finitely smooth algebra. The corresponding connection form is
exactly the structural element UC of the equation E (see Definition 3.24 on
page 58).

Thus, to any formally integrable equation E ⊂ Jk(π) we can associate
the complex

0 −→ Dv(E)
∂C−→ Dv(Λ1(E)) −→ · · · −→ Dv(Λi(E))

∂C−→ Dv(Λi+1(E)) −→ · · ·
(5.39)

and the cohomology theory determined by the Cartan connection. We de-
note the corresponding cohomology modules by H∗

C(E) =
⊕

i≥0H
i
C(E). In

the case of the “empty” equation, we use the notationH∗
C(π) =

⊕
i≥0H

i
C(π).

Definition 5.10. Let E ⊂ Jk(π) be a formally integrable equation and C
be the Cartan connection in the bundle π∞ : E∞ −→ M . Then the module
H∗

C(E) is called the C-cohomology of E .

Remark 5.5. Let us also note that the above introduced modules Λq
h(B) are

identical to the modules Λ̄q(E) of horizontal q-forms on E∞, the modules
Λp
v(B) coincide with the modules of Cartan forms CpΛ(E), the differential

dh∇ is the extended horizontal de Rham differential d̄, while dv∇ is the Cartan
differential dC (cf. with constructions on pp. 60–62). Thus we again obtain
a complete coincidence between algebraic and geometric approaches. In
particular, the ∇-spectral sequence (Definition 5.9 on the page before (2))
is the Vinogradov C-spectral sequence (see the Section 7).

The following result contains an interpretation of the first two of C-
cohomology groups.

Theorem 5.12. For any formally integrable equation E ⊂ Jk(π), one has

the following identities:
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(1) The module H0
C(E) as a Lie algebra is isomorphic to the Lie algebra

sym E of higher symmetries11 of the equation E .
(2) The module H1

C(E) is the set of the equivalence classes of nontrivial

vertical deformations of the equation structure (i.e., of the structural

element) on E .

Proof. To prove (1), take a vertical vector field Y ∈ Dv(E) and an arbitrary
field Z ∈ D(E). Then, due to (5.22) on page 82, one has

iZ∂CY = iZ [[UC, Y ]]fn = [iZUC, Y ]− i[Z,Y ]UC

= [Zv, Y ]− [Z, Y ]v = [Zv − Z, Y ]v,

where Zv = iZUC. Hence, ∂CY = 0 if and only if [Z − Zv, Y ]v = 0 for any
Z ∈ D(E). But the last equality holds if and only if [CX, Y ] = 0 for any
X ∈ D(M) which means that

ker
(
∂C : Dv(E) −→ Dv(Λ1(E))

)
= sym E .

Consider the second statement now. Let U(ε) ∈ Dv(Λ1(E)) be a deforma-

tion of the structural element satisfying the conditions [[U(ε), U(ε)]]fn = 0
and U(0) = UC. Then U(ε) = UC + U1ε+O(ε2). Consequently,

[[U(ε), U(ε)]]fn = [[UC, UC]]
fn + 2[[UC , U1]]

fnε+O(ε2) = 0,

from which it follows that [[UC , U1]]
fn = ∂CU1 = 0. Hence the linear part

of the deformation U(ε) determines an element of H1
C(E) and vice versa.

On the other hand, let A : E∞ −→ E∞ be a diffeomorphism12 of E∞. Define
the action A∗ of A on the elements Ω ∈ D(Λ∗(E)) in such a way that the
diagram

Λ∗(E)
LΩ−−−→ Λ∗(E)

A∗

y
yA∗

Λ∗(E)
LΩ−−−→ Λ∗(E)

is commutative. Then, if At is a one-parameter group of diffeomorphisms,
we have, obviously,

d

dt

∣∣∣∣
t=0

At,∗(LΩ) =
d

dt

∣∣∣∣
t=0

A∗
t ◦ LΩ ◦ (A∗

t )
−1 = [LX ,LΩ] = L[[X,Ω]]fn .

Hence, the infinitesimal action is given by the Frölicher–Nijenhuis bracket.
Taking Ω = UC and X ∈ Dv(E), we see that im ∂C consists of infinitesimal

11See Definition 3.29 on page 64.
12Since E∞ is, in general, infinite-dimensional, vector fields on E∞ do not usually

possess one-parameter groups of diffeomorphisms. Thus the arguments below are of a
heuristic nature.
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deformations arising due to infinitesimal action of diffeomorphisms on the
structural element. Such deformations are naturally called trivial.

Remark 5.6. From the general theory [14], we obtain that the moduleH2
C(E)

consists of obstructions to prolongation of infinitesimal deformations to for-
mal ones. In the case under consideration, elements H2

C(E) have another
nice interpretation discussed later (see Remark 5.8 on page 95).

We shall now compute the modules Hp
C(π), p ≥ 0. To do this, recall the

splitting Λi(E) =
⊕

p+q=i C
pΛ(E)⊗ Λ̄q(E) (see Subsection 5.1).

Theorem 5.13. For any p ≥ 0, one has

Hp
C(π) = F(π, π)⊗F(π) C

pΛ(π).

Proof. Define a filtration in Dv(Λ∗(π)) by setting

F lDv(Λp(π)) = {X ∈ Dv(Λp(π)) | X
∣∣
Fl−p−1

= 0}.

Evidently,

F lDv(Λp(π)) ⊂ F l+1Dv(Λp(π)), ∂C
(
F lDv(Λp(π))

)
⊂ F lDv(Λp+1(π)).

Thus we obtain the spectral sequence associated to this filtration. To com-
pute the term E0, choose local coordinates x1, . . . , xn, u

1, . . . , um in the bun-
dle π and consider the corresponding special coordinates ujσ in J∞(π). In
these coordinates, the structural element is represented as

UC =
∑

|σ|≥0

m∑

j=1

(
dujσ −

n∑

i=1

ujσi dxi

)
⊗

∂

∂ujσ
, (5.40)

while for X =
∑

σ,j θ
j
σ ⊗ ∂/∂u

j
σ, θ ∈ Λ∗(π), one has

∂C(X) =
∑

|σ|≥0

m∑

j=1

n∑

i=1

dxi ∧
(
θjσi −Di(θ

j
σ)
)
⊗

∂

∂ujσ
. (5.41)

Obviously, the term

Ep,−q
0 = F pDv(Λp−q(π))/F p−1Dv(Λp−q(π)), p ≥ 0, 0 ≤ q ≤ p,

is identified with the tensor product Λp−q(π)⊗F(π) Γ(π∗
∞,q−1(πq,q−1)). These

modules can be locally represented as F(π, π) ⊗ Λp−q(π)-valued homoge-
neous polynomials of order q, while the differential ∂p,−q0 : Ep,−q

0 −→ Ep,−q+1
0

acts as the δ-Spencer differential (or, which is the same, as the Koszul differ-
ential; see Exercise 1.7 on page 20). Hence, all homology groups are trivial
except for those at the terms Ep,0

0 and one has

coker ∂p,00 = F(π, π)⊗F(π) C
pΛ(π).
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Consequently, only the 0-th line survives in the term E1 and this line is of
the form

F(π, π)
∂
0,0
1−−→ F(π, π)⊗F(π) C

1Λ(π) −→ · · ·

· · · −→ F(π, π)⊗F(π) C
pΛ(π)

∂
p,0
1−−→ F(π, π)⊗F(π) C

p+1Λ(π) −→ · · ·

But the image of ∂C contains at least one horizontal component (see equal-
ity (5.33) on page 86, where, by definition, dv∇−d = dC−d = −d̄). Therefore,
all differentials ∂p,01 vanish.

Let us now establish the correspondence between the last result (describ-
ing C-cohomology in terms of C∗Λ(π)) and representation ofH∗

C(π) as classes
of derivations F(π) −→ Λ∗(π). To do this, for any ω = (ω1, . . . , ωm) ∈
F(π, π)⊗F(π) C

∗Λ(π) set

Зω =
∑

σ,j

Dσ(ω
j)⊗

∂

∂ujσ
, (5.42)

where Dσ = Dσ1
1 ◦ · · · ◦D

σn
n for σ = (σ1, . . . σn).

Definition 5.11. The element Зω ∈ Dv(Λ∗(π)) defined by (5.42) is called
the evolutionary superderivation with the generating section ω ∈ C∗Λ(π).

Proposition 5.14. The definition of Зω is independent of coordinate

choice.

Proof. It is easily checked that

Зω

(
F(π)

)
⊂ Λ∗

v(π), Зω ∈ ker ∂C .

But derivations possessing these properties are uniquely determined by their
restriction to F0(π) which coincides with the action of the derivation ω :
F0(π) −→ C∗Λ(π). Let us prove this fact.

Set X = Зω and recall that the derivation X is uniquely determined
by the corresponding Lie derivative LX : Λ∗(π) −→ Λ∗(π). Further, since
LXdθ = (−1)Xd(LXθ) (see (5.16) on page 81) for any θ ∈ Λ∗(π), the deriva-
tion LX is determined by its restriction to Λ0(π) = F(π).

Now, from the identity ∂CX = 0 it follows that

0 = [[UC, X]]fn(f) = LUC
(LX(f))− (−1)XLX(LUC

(f)), f ∈ F(E). (5.43)

Let now X be such that LX
∣∣
F0(π) = 0 and assume that LX

∣∣
Fr(π) = 0 for

some r > 0. Then taking f = ujσ, |σ| = r, and using (5.43) we obtain

LX

(
dujσ −

n∑

i=1

ujσidxi

)
= LXdCu

j
σ = (−1)XdC(LX(ujσ)) = 0.
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In other words,

LX

(
n∑

i=1

ujσidxi

)
=

n∑

i=1

LX(ujσidxi)) =

n∑

i=1

LX(dujσ)

= (−1)X
n∑

i=1

d(LXu
j
σ) = 0.

Hence, LX(ujσ) = 0 and thus LX
∣∣
Fr+1(π) = 0.

From this result and from Corollary 5.10 on page 86, it follows that if
two evolutionary superderivations Зω,Зθ are given, the elements

(i) [[Зω,Зθ]]
fn,

(ii) iЗω (Зθ)

are evolutionary superderivations as well.
In the first case, the corresponding generating section is called the Jacobi

superbracket of elements ω = (ω1, . . . , ωm) and θ = (θ1, . . . , θm) and is
denoted by {ω, θ}. The components of this bracket are expressed by the
formula

{ω, θ}j = LЗω(θ
j)− (−1)ωθLЗθ

(ωj), j = 1, . . . , m. (5.44)

Obviously, the module F(π, π) ⊗F(π) C∗Λ(π) is a graded Lie algebra with
respect to the Jacobi superbracket. The restriction of {·, ·} to F(π, π) ⊗
C0Λ(π) = F(π, π) coincides with the higher Jacobi bracket (see Defini-
tion 3.31 on page 66).

In the case (ii), the generating section is iЗω(θ). Note now that any
element ρ ∈ C1Λ(π) is of the form ρ =

∑
σ,α aσ,αω

α
σ , where, as before,

ωασ = dCu
α
σ = duασ −

∑n
i=1 u

α
σidxi are the Cartan forms on J∞(π). Hence, if

θ ∈ F(π, π)⊗F(π) C
1Λ(π) and θj =

∑
σ,α a

j
σ,αω

α
σ , then

(
iЗω(θ)

)j
=
∑

σ,α

ajσ,αDσ(ω
α). (5.45)

In particular, we see that (5.45) establishes an isomorphism between the
modules F(π, π)⊗F(π) C

∗Λ(π) and CDiff(π, π) and defines the action of C-
differential operators on elements of C∗Λ(π). This is a really well-defined
action because of the fact that iCXω = 0 for any X ∈ D(M) and ω ∈ C∗Λ(π).

Consider now a formally integrable differential equation E ⊂ Jk(π) and
assume that it is determined by a differential operator ∆ ∈ F(π, ξ). Denote,
as in Section 3, by ℓE the restriction of the operator of universal linearization

ℓ∆ to E∞. Let ℓ
[p]
E be the extension of ℓE to F(π, π)⊗F(π) C

pΛ(E) which is

well defined due to what has been said above. Then the module Hp,0
C (E) is
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identified with the set of evolution superderivations Зω whose generating
sections ω ∈ F(π, π)⊗F(π) C

pΛ(E) satisfy the equation

ℓ
[p]
E (ω) = 0 (5.46)

If, in addition, E satisfies the assumptions of the two-line theorem, then

Hp,1
C (E) is identified with the cokernel of ℓ

[p−1]
E and thus

H i
C(E) = ker ℓ

[i]
E ⊕ coker ℓ

[i−1]
E

in this case. These two statements will be proved in Subsection 6.4.
As it was noted in Remark 5.4 on page 86, H1

C(E) is an associative algebra
with respect to contraction and is represented in the algebra of endomor-
phisms of H0

C(E). It is easily seen that the action of the H0,1
C (E) is trivial

while H1,0
C (E) acts on H0

C(E) = sym E as C-differential operators (see above).

Definition 5.12. Elements of the module H1,0
C (E) are called recursion op-

erators for symmetries of the equation E .

We use the notation R(E) for the algebra of recursion operators.

Remark 5.7. The algebra R(E) is always nonempty, since it contains the
structural element UE which is the unit of this algebra. “Usually” this is
the only solution of (5.46) for p = 1 (see Example 5.1 below). This fact
apparently contradicts practical experience (cf. with well-known recursion
operators for the KdV and other integrable systems [43]). The reason is
that these operators contain nonlocal terms like D−1 or of a more compli-
cated form. An adequate framework to deal with such constructions will be
described in the next subsection.

Example 5.1. Let

ut = uux + uxx (5.47)

be the Burgers equation. For internal coordinates on E∞ we choose the func-
tions x, t, u = u0, . . . , uk, . . . , where uk corresponds to the partial derivative
∂ku/∂xk.

We shall prove here that the only solution of the equation ℓ
[1]
E (ω) = 0 for

(5.47) is ω = αω0, α = const, where

ωk = dCuk = duk − uk+1dx−D
k
x(uu1 + u2)dt.
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Let ω = φ0ω0 + · · ·+ φrωr. Then the equation (5.46) on the page before
for p = 1 transforms to

u0Dx(φ
0) +D2

x(φ
0) = Dt(φ

0) +
r∑

j=1

uj+1φ
j,

u0Dx(φ
1) +D2

x(φ
1) + 2Dx(φ

0) = Dt(φ
1) +

r∑

j=2

(j + 1)ujφ
j,

. . . (5.48)

u0Dx(φ
i) +D2

x(φ
i) + 2Dx(φ

0) = Dt(φ
i) +

r∑

j=i+1

(
j + 1

i

)
uj−i+1φ

j ,

. . .

u0Dx(φ
r) +D2

x(φ
r) + 2Dx(φ

r−1) = Dt(φ
r) + ru1φ

r,

Dx(φ
r) = 0.

To prove the result, we apply the scheme used in [64] to describe the sym-
metry algebra of the Burgers equation.

Denote by Kr the set of solutions of (5.48). Then a direct computation
shows that

K1 = {αω0 | α ∈ R} (5.49)

and that any element ω ∈ Kr, r > 1, is of the form

ω = αr +

(
r

2
u0αr +

1

2
xα(1)

r + αr−1

)
+ Ω[r − 2], (5.50)

where αr = αr(t), αr−1 = αr−1(t), α
(i) denotes the derivative diα/dti, and

Ω[s] is an arbitrary linear combination of ω0, . . . , ωs with coefficients in
F(E).

Note now that for any evolution equation the embedding

[[sym E , ker ℓ[1]E ]]fn ⊂ ker ℓ
[1]
E

is valid. Consequently, if ψ ∈ sym E and ω ∈ ker ℓ
[1]
E , then {ψ, ω} ∈ ker ℓ

[1]
E .

Since the function u1 is a symmetry of the Burgers equation (translation
along x), one has

{u1, ω} =

(∑

k

uk+1
∂

∂uk

)
ω −Dxω = −

∂

∂x
ω.

Hence, if ω ∈ Kr, then from (5.50) we obtain that

ad(r−1)
u1

(ω) = α(r−1)
r ω1 + Ω[0] ∈ K1,
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where adψ = {ψ, ·}. Taking into account equation (5.49), we get that
αr−1
r = 0, or

αr = a0 + a1t+ · · ·+ ar−2t
r−2, ai ∈ R. (5.51)

We shall use now the fact that the element Φ = t2u2+(t2u0+tx)u1+tu0+1
is a symmetry of the Burgers equation (see [64]). Then, since the action of
symmetries is permutable with the Cartan differential dC, we have

{Φ, φsωs} = ЗΦ(φsωs)−Зφsωs(Φ) = ЗΦ(φs)ωs + φsЗΦ(ωs)−Зφsωs(Φ).

But

ЗΦ(ωs) = ЗΦdC(us) = dCЗΦ(us) = dCD
s
x(Φ)

= dC
(
t2us+2 + (t2u0 + tx)us+1 + (s+ 1)(t2u1 + t)us

)
+ Ω[s− 1].

On the other hand,

Зφsωs(Φ) = t2φsωs+2 +
(
2t2D2

x(φ
s) + (t2u0 + tx)φs

)
ωs+1

+
(
t2D2

x(φ
s) + (t2u0 + tx)Dx(φ

s) + (t2u1 + t)φs
)
ωs.

Thus, we finally obtain

{Φ, φsωs} = {Φ, φs}ωs + (s+ 1)(t2u1 + t)ωs

− 2t2Dx(φ
s)ωs+1 + Ω[s− 1].

(5.52)

Applying (5.52) to (5.50), we get

adΦ(ω) = (rtαr − t
2α(1)

r )ωr + Ω[r − 1]. (5.53)

Let now ω ∈ Kr and assume that ω has a nontrivial coefficient αr of
the form (5.51), and ai be the first nontrivial coefficient in αr. Then, by
representation (5.53), we have

adr−iΦ (ω) = α′
rωr + Ω[r − 1] ∈ Kr,

where α′
r is a polynomial of degree r − 1. This contradicts to (5.51) and

thus concludes the proof.

Remark 5.8. Let ϕ ∈ sym E be a symmetry and R ∈ R(E) be a recursion
operator. Then we obtain a sequence of symmetries ϕ0 = ϕ, ϕ1 = R(ϕ),
. . . , ϕn = Rn(ϕ), . . . . Using identity (5.22) on page 82, one can compute the

commutators [ϕm, ϕn] in terms of [[ϕ,R]]fn ∈ H1,0
C (E) and [[R,R]]fn ∈ H2,0

C (E).

In particular, it can be shown that when both [[ϕ,R]]fn and [[R,R]]fn vanish,
all symmetries ϕn mutually commute (see [27]).

For example, if E is an evolution equation, Hp,0
C (E) = 0 for all p ≥ 2

(see Theorem 6.8 on page 112). Hence, if ϕ is a symmetry and R is a ϕ-

invariant recursion operator (i.e., such that [[ϕ,R]]fn = 0), then R generates
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a commutative sequence of symmetries. This is exactly the case for the
KdV and other integrable evolution equations.

5.4. Passing to nonlocalities. Let us now introduce nonlocal variables
into the above described picture. Namely, let E be an equation and ϕ : N −→
E∞ be a covering over its infinite prolongation. Then, due to Proposition 4.1
on page 70, the triad

(
F(N ), C∞(M), (π∞ ◦ϕ)∗

)
is an algebra with the flat

connection Cϕ. Hence, we can apply the whole machinery of Subsections
5.1–5.3 to this situation. To stress the fact that we are working over the
covering ϕ, we shall add the symbol ϕ to all notations introduced in these
subsections. Denote by Uϕ

C the connection form of the connection Cϕ (the
structural element of the covering ϕ).

In particular, on N we have the Cϕ-differential ∂ϕC = [[Uϕ
C , ·]]

fn :
Dv(Λi(N )) → Dv(Λi+1(N )), whose 0-cohomology H0

C(E , ϕ) coincides with
the Lie algebra symϕ E of nonlocal ϕ-symmetries, while the module

H1,0
C (E , ϕ) identifies with recursion operators acting on these symmetries

and is denoted by R(E , ϕ). We also have the horizontal and the Cartan
differential d̄ϕ and dϕC on N and the splitting Λi(N ) =

⊕
p+q=i C

pΛp(N )⊗

Λ̄q(N ).
Choose a trivialization of the bundle ϕ : N −→ E∞ and nonlocal coordi-

nates w1, w2, . . . in the fiber. Then any derivation X ∈ Dv(Λi(N )) splits to
the sum X = XE +Xv, where XE(w

j) = 0 and Xv is a ϕ-vertical derivation.

Lemma 5.15. Let ϕ : E∞ × R
N −→ E∞, N ≤ ∞, be a covering. Then

Hp,0
C (E , ϕ) = ker ∂ϕC

∣∣
CpΛ(N ) . Thus Hp,0

C (E , ϕ) consists of derivations Ω :
F(N ) −→ CpΛ(N ) such that

[[Uϕ
C ,Ω]]fnE = 0,

(
[[Uϕ

C ,Ω]]fn
)v

= 0. (5.54)

Proof. In fact, due to equality (5.33) on page 86, any element lying in the
image of ∂ϕC contains at least one horizontal component, i.e.,

∂ϕC
(
Dv(CpΛ(N ))

)
⊂ Dv(CpΛ(N )⊗ Λ̄1(N )).

Thus, equations (5.54) should hold.

We call the first equation in (5.54) the shadow equation while the second
one is called the relation equation. This is explained by the following result
(cf. with Theorem 4.7 on page 73).

Proposition 5.16. Let E be an evolution equation of the form

ut = f(x, t, u, . . . ,
∂ku

∂uk
)
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and ϕ : N = E∞ ×R
N −→ E∞ be a covering given by the vector fields13

D̃x = Dx +X, D̃t = Dt + T,

where [D̃x, D̃t] = 0 and

X =
∑

s

Xs ∂

∂ws
, T =

∑

s

T s
∂

∂ws
,

w1, . . . , ws, . . . being nonlocal variables in ϕ. Then the group Hp,0
C (E , ϕ)

consists of elements

Ψ =
∑

i

Ψi ⊗
∂

∂ui
+
∑

s

ψs
∂

∂ws
∈ Dv(CpΛ(N ))

such that Ψi = D̃i
xΨ0 and

ℓ̃
[p]
E (Ψ0) = 0, (5.55)

∑

α

∂Xs

∂uα
D̃α
x (Ψ0) +

∑

β

∂Xs

∂wβ
ψβ = D̃x(ψ

s), (5.56)

∑

α

∂T s

∂uα
D̃α
x (Ψ0) +

∑

β

∂T s

∂wβ
ψβ = D̃t(ψ

s), (5.57)

s = 1, 2, . . . , where ℓ̃
[p]
E is the natural extension of the operator ℓ

[p]
E to N .

Proof. Consider the Cartan forms

ωi = dui − ui+1dx−D
i
x(f) dt, θs = dws −Xsdx− T sdt

on N . Then the derivation

Uϕ
C =

∑

i

ωi ⊗
∂

∂ui
+
∑

s

θs ⊗
∂

∂ws

13To simplify the notations of Section 4, we denote the lifting of a C-differential oper-
ator ∆ to N by ∆̃.
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is the structural element of the covering ϕ. Then, using representation (5.18)
on page 82, we obtain

∂ϕC Ψ = dx ∧
∑

i

(
Ψi+1 − D̃x(Ψi)

)
⊗

∂

∂ui

+ dt ∧
∑

i

(∑

α

∂(Di
xf)

∂uα
Ψα − D̃tΨi

)
⊗

∂

∂ui

+ dx ∧
∑

s

(∑

α

∂Xs

∂uα
Ψα +

∑

β

∂Xs

∂wβ
ψβ − D̃x(ψ

s)
)
⊗

∂

∂ws

+ dt ∧
∑

s

(∑

α

∂T s

∂uα
Ψα +

∑

β

∂T s

∂wβ
ψβ − D̃t(ψ

s)
)
⊗

∂

∂ws
,

which gives the needed result.

Note that relations Ψi = D̃i
x(Ψ0) together with equation (5.55) are equiv-

alent to the shadow equations. In the case p = 1, we call the solutions of
equation (5.55) the shadows of recursion operators in the covering ϕ. Equa-
tions (5.56) and (5.57) on the page before are exactly the relation equations
on the case under consideration.

Exercise 5.1. Generalize the above result to general equations using the
proof similar to that of Theorem 4.7 on page 73.

Thus, any element of the group H1,0
C (E , ϕ) is of the form

Ψ =
∑

i

D̃i
x(ψ)⊗

∂

∂ui
+
∑

s

ψs ⊗
∂

∂ws
, (5.58)

where the forms ψ = Ψ0, ψ
s ∈ C1Λ(N ) satisfy the system of equations

(5.55)–(5.57).
As a direct consequence of the above said, we obtain the following

Corollary 5.17. Let Ψ be a derivation of the form (5.58) with ψ, ψs ∈
CpΛ(N ). Then ψ is a solution of equation (5.55) on the preceding page in

the covering ϕ if and only if ∂ϕC (Ψ) is a ϕ-vertical derivation.

We can now formulate the main result of this subsection.

Theorem 5.18. Let ϕ : N −→ E∞ be a covering, S ∈ symϕ E be a ϕ-

symmetry, and ψ ∈ C1Λ(N ) be a shadow of a recursion operator in the

covering ϕ. Then ψ′ = iSψ is a shadow of a symmetry in ϕ, i.e., ℓ̃E(ψ
′) = 0.

Proof. In fact, let Ψ be a derivation of the form (5.58). Then, due to
identity (5.32) on page 86, one has

∂ϕC (iSΨ) = i∂ϕC S − iS(∂
ϕ
C Ψ) = −iS(∂

ϕ
C Ψ),
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since S is a symmetry. But, by Corollary 5.17 on the facing page, ∂ϕC Ψ is
a ϕ-vertical derivation and consequently ∂ϕC (iSΨ) = −iS(∂

ϕ
C Ψ) is ϕ-vertical

as well. Hence, iSΨ is a ϕ-shadow by the same corollary.

Using the last result together with Theorem 4.11 on page 77, we can
describe the process of generating a series of symmetries by shadows of
recursion operators. Namely, let ψ be a symmetry and ω ∈ C1Λ(N ) be a
shadow of a recursion operator in a covering ϕ : N −→ E∞. In particular, ψ
is a ϕ-shadow. Then, by Theorem 4.9 on page 76, there exists a covering ϕψ :

Nψ −→ N
ϕ
−→ E∞ where Зψ can be lifted to as a ϕψ-symmetry. Obviously,

ω still remains a shadow in this new covering. Therefore, we can act by ω
on ψ and obtain a shadow ψ1 of a new symmetry on Nψ. By Theorem 4.11
on page 77, there exists a covering, where both ψ and ψ1 are realized as
nonlocal symmetries. Thus we can continue the procedure applying ω to
ψ1 and eventually arrive to a covering in which the whole series {ψk} is
realized.

Example 5.2. Let ut = uux + uxx be the Burgers equation. Consider the
one-dimensional covering ϕ : E∞ × R −→ E∞ with the nonlocal variable w
and defined by the vector fields

Dϕ
x = Dx + u0

∂

∂w
, Dϕ

t = Dt +

(
u2

0

2
+ u1

)
∂

∂w
.

Then it easily checked that the form

ω = ω1 +
1

2
ω0 +

1

2
θ,

where ω0 and ω1 are the Cartan forms dCu0 and dCu1 respectively and θ =

dw − u0dx− (u2
0/2 + u1)dt, is a solution of the equation ℓ̃

[1]
E ω = 0. If Зψ is

a symmetry of the Burgers equation, the corresponding action of ω on ψ is

Dxψ +
1

2
ψ +

1

2
D−1
x ψ

and thus coincides with the well-known recursion operator for this equation,
see [43].

Exercise 5.2. Let ut = uux + uxxx be the KdV equation. Consider the one-
dimensional covering ϕ : E∞ × R −→ E∞ with the nonlocal variable w and
defined by the vector fields

Dϕ
x = Dx + u0

∂

∂w
, Dϕ

t = Dt +

(
u2

0

2
+ u2

)
∂

∂w
.

Solve the equation ℓ̃
[1]
E ω = 0 in this covering and find the corresponding

recursion operator.
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Remark 5.9. Recursion operators can be understood as supersymmetries
(cf. Subsection 7.9 on page 132) of a certain superequation naturally related
to the initial one. To such symmetries and equations one can apply nonlocal
theory of Section 4 and prove the corresponding reconstruction theorems,
see [28, 30].
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6. Horizontal cohomology

In this section we discuss the horizontal cohomology of differential equa-
tions, i.e., the cohomology of the horizontal de Rham complex (see Def-
inition 3.27 on page 60). This cohomology has many physically relevant
applications. To demonstrate this, let us start with the notion of a con-
served current. Consider a differential equation E . A conserved current is
a vector-function J = (J1, . . . , Jn), where Jk ∈ F(E), which is conserved
modulo the equation, i.e., that satisfies the equation

n∑

k=1

Dk(Jk) = 0, (6.1)

where Dk are restrictions of total derivatives to E∞. For example, take the
nonlinear Schrödinger equation14

iψt = ∆ψ + |ψ|2ψ, ∆ =

n−1∑

j=1

∂2

∂x2
j

. (6.2)

Then it is straightforwardly verified, that the vector-function

J = (|ψ|2, i(ψ̄ψx1 − ψψ̄x1), . . . , i(ψ̄ψxn−1 − ψψ̄xn−1))

is a conserved current, i.e., that

Dt(|ψ|
2) +

n−1∑

k=1

Dk(i(ψ̄ψxk − ψψ̄xk))

vanishes by virtue of equation (6.2).
A conserved current is called trivial, if it has the form

Jk =

n∑

l=1

Dl(Lkl) (6.3)

for some skew-symmetric matrix, ‖Lkl‖, Lkl = −Llk, Lkl ∈ F(E). The
name “trivial currents” means that they are trivially conserved regardless
to the equation under consideration. Two conserved currents are said to be
equivalent if they differ by a trivial one. Conservation laws are defined to
be the equivalent classes of conserved currents.

Let us assign the horizontal (n−1)-form ωJ =
∑n

k=1(−1)k−1Jk dx1∧· · ·∧

d̂xk ∧ · · · ∧ dxn to each conserved current J = (J1, . . . , Jn). Then equa-
tions (6.1) and (6.3) can be rewritten as d̄ωJ = 0 and ωJ = d̄η respectively,

where η =
∑

k> l(−1)k+lLkl dx1 ∧ · · · ∧ d̂xl ∧ · · · ∧ d̂xk ∧ · · · ∧ dxn. Thus, we

14Here ψ is a complex function and (6.2) is to be understood as a system of two
equations.
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see that the horizontal cohomology group in degree n− 1 of the equation E
consists of conservation laws of E .

In physical applications one also encounters the horizontal cohomology
in degree less than n− 1. For instance, the Maxwell equations read

d̄(∗F ) = 0,

where F is the electromagnetic field strength tensor and ∗ is the Hodge
star operator. Clearly ∗F is not exact. Another reason to consider the
low-dimensional horizontal cohomology is that it appears as an auxiliary
cohomology in calculation of the BRST cohomology [5]. Recently, by means
of horizontal cohomology the problem of consistent deformations and of
candidate anomalies has been completely solved in cases of Yang-Mills gauge
theories and of gravity [6, 4].

The horizontal cohomology plays a central role in the Lagrangian formal-
ism as well. Really, it is easy to see that the horizontal cohomology group in
degree n is exactly the space of actions of variational problems constrained
by equation E .

For computing the horizontal cohomology there is a general method based
on the Vinogradov C-spectral sequence. It can be outlined as follows. The
horizontal cohomology is the term E0,•

1 of the Vinogradov C-spectral se-
quence and thereby related to the terms Ep,•

1 , p > 0. For each p, such a
term is also a horizontal cohomology but with some nontrivial coefficients.
The crucial observation is that the corresponding modules of coefficients are
supplied with filtrations such that the differentials of the associated graded
complexes are linear over the functions. Hence, the cohomology can be
computed algebraically. A detailed description of these techniques is our
main concern in this and the next sections.

6.1. C-modules on differential equations. Let us begin with the defini-
tion of C-modules, which are left differential modules (see Definition 1.7 on
page 16) in C-differential calculus and serve as the modules of coefficients
for horizontal de Rham complexes.

Proposition 6.1. The following three definitions of a C-module are equiv-

alent :

(1) An F-module Q is called a C-module, if Q is endowed with a left

module structure over the ring CDiff(F ,F), i.e., for any scalar C-dif-
ferential operator ∆ ∈ CDiffk(F ,F) there exists an operator ∆Q ∈
CDiffk(Q,Q), with

(1) (
∑

i fi∆i)Q =
∑

i fi(∆i)Q, fi ∈ F ,

(2) (idF)Q = idQ,

(3) (∆1 ◦∆2)Q = (∆1)Q ◦ (∆2)Q.
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(2) A C-module is a module equipped with a flat horizontal connection,

i.e., with an action on Q of the module CD = CD(E), X 7→ ∇X,

which is F-linear :

∇fX+gY = f∇X + g∇Y , f, g ∈ F , X, Y ∈ CD,

satisfies the Leibniz rule:

∇X(fq) = X(f)q + f∇X(q), q ∈ Q, X ∈ CD, f ∈ F ,

and is a Lie algebra homomorphism:

[∇X ,∇Y ] = ∇[X,Y ].

(3) A C-module is the module of sections of a linear covering, i.e., Q
is the module of sections of a vector bundle τ : W → E∞, Q = Γ(τ),
equipped with a completely integrable n-dimensional linear distribution

(see Definition 4.3 on page 70) on W which is projected onto the

Cartan distribution on E∞.

The proof is elementary.

Exercise 6.1. Show that

(1) in coordinates, the operator (Di)Q = ‖∆k
j‖ is a matrix operator of

the form

∆k
j = Diδ

k
j + Γkij , Γkij ∈ F ,

where δkj is the Kronecker symbol;
(2) the coordinate description of the corresponding flat horizontal con-

nection looks as

∇Di(sj) =
∑

k

Γkijsk

where sj are basis elements of Q;
(3) the corresponding linear covering has the form

D̃i = Di +
∑

j,k

Γkijw
j ∂

∂wk
,

where wi are fiber coordinates on W .

Here are basic examples of C-modules.

Example 6.1. The simplest example of a C-module is Q = F with the
usual action of C-differential operators.

Example 6.2. The module of vertical vector fields Q = Dv = Dv(E) with
the connection

∇X(Y ) = [X, Y ]v, X ∈ CD, Y ∈ Dv,

where Zv = UC(Z), is a C-module.
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Example 6.3. Next example is the modules of Cartan forms Q = CkΛ =
CkΛ(E). A vector field X ∈ CD acts on CkΛ as the Lie derivative LX . It is
easily seen that in coordinates we have

(Di)CkΛ(ωjσ) = ωjσi.

Example 6.4. The infinite jet module Q = J̄∞(P ) of an F -module P is a
C-module via

∆J̄∞(P )(f ̄∞(p)) = ∆(f)̄∞(p),

where ∆ ∈ CDiff(F ,F), f ∈ F , p ∈ P .

Example 6.5. Let us dualize the previous example. It is clear that for any
F -module P the module Q = CDiff(P,F) is a C-module. The action of
horizontal operators is the composition:

∆Q(∇) = ∆ ◦ ∇,

where ∆ ∈ CDiff(F ,F), ∇ ∈ Q = CDiff(P,F).

Example 6.6. More generally, let ∆: P → P1 be a C-differential opera-
tor and ψ∆

∞ : J̄∞(P ) → J̄∞(P1) be the corresponding prolongation of ∆.
Obviously, ψ∆

∞ is a morphism of C-modules, i.e., a homomorphism over the
ring CDiff(F ,F), so that kerψ∆

∞ and cokerψ∆
∞ are C-modules.

On the other hand, the operator ∆ gives rise to the morphism of C-mod-
ules CDiff(P1,F)→ CDiff(P,F), ∇ 7→ ∇◦∆. Thus the kernel and cokernel
of this map are C-modules as well.

Example 6.7. Given two C-modules Q1 and Q2, we can define C-module
structures on Q1 ⊗F Q2 and HomF (Q1, Q2) by

∇X(q1 ⊗ q2) = ∇X(q1)⊗ q2 + q1 ⊗∇X(q2),

∇X(f)(q1) = ∇X(f(q1))− f(∇X(q1)),

where X ∈ CD, q1 ∈ Q1, q2 ∈ Q2, f ∈ HomF(Q1, Q2).
For instance, one has C-module structures on Q = J̄∞(P ) ⊗F C

kΛ and
Q = CDiff(P, CkΛ) for any F -module P .

Example 6.8. Let g be a Lie algebra and ρ : g→ gl(W ) a linear represen-
tation of g. Each g-valued horizontal form ω ∈ Λ̄1(E)⊗R g that satisfies the
horizontal Maurer–Cartan condition d̄ω + 1

2
[ω, ω] = 0 defines on the mod-

ule Q of sections of the trivial vector bundle E∞ ×W → E∞ the following
C-module structure:

∇X(q)a = X(q)a + ρ(ω(X))(qa),

where X ∈ CD, q ∈ Q, a ∈ E∞, and X(q) means the component-wise action.

Exercise 6.2. Check that Q is indeed a C-module.
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Such C-modules are called zero-curvature representations over E∞. Take
the example of the KdV equation (in the form ut = uux + uxxx) and g =
sl2(R). Then there exists a one-parameter family of Maurer–Cartan forms
ω(λ) = A1(λ) d̄x+ A2(λ) d̄t, λ being a parameter:

A1(λ) =

(
0 −(λ+ u)
1
6

0

)

and

A2(λ) =

(
−1

6
ux −uxx −

1
3
u2 + 1

3
λu+ 2

3
λ2

1
18
u− 1

9
λ 1

6
ux

)
.

This is the zero-curvature representation used in the inverse scattering
method.

Remark 6.1. In parallel with left C-modules one can consider right C-mod-
ules, i.e., right modules over the ring CDiff(F ,F). There is a natural way
to pass from left C-modules to right ones and back. Namely, for any left
module Q set

B(Q) = Q⊗F Λ̄n(E),

with the right action of CDiff(F ,F) on B(Q) given by

(q ⊗ ω)f = fq ⊗ ω = q ⊗ fω, f ∈ F ,

(q ⊗ ω)X = −∇X(q)⊗ ω − q ⊗ LXω, X ∈ CD.

One can easily verify that B determines an equivalence between the cate-
gories of left C-modules and right C-modules.

By definition of a C-module, for a scalar C-differential operator ∆: F →
F there exists the extension ∆Q : Q→ Q of ∆ to the C-module Q. Similarly
to Lemma 1.16 on page 16 one has more: for any C-differential operator
∆: P → S there exists the extension ∆Q : P ⊗F Q→ S ⊗F Q.

Proposition 6.2. Let P, S be F-modules. Then there exists a unique map-

ping

CDiffk(P, S)→ CDiffk(P ⊗F Q, S ⊗F Q), ∆ 7→ ∆Q,

such that the following conditions hold:

(1) if P = S = F then the mapping is given by the C-module structure

on Q,

(2) (
∑

i fi∆i)Q =
∑

i fi(∆i)Q, fi ∈ F ,

(3) if ∆ ∈ CDiff0(P, S) = HomF(P, S) then ∆Q = ∆⊗F idQ,

(4) if R is another F-module and ∆1 : P → S,∆2 : S → R are C-differ-
ential operators, then (∆2 ◦∆1)Q = (∆2)Q ◦ (∆1)Q.
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Proof. The uniqueness is obvious. To prove the existence consider the family
of operators ∆(p, s∗) : F → F , p ∈ P , s∗ ∈ S∗ = HomF(S,F), ∆(p, s∗)(f) =
s∗(∆(fp)), f ∈ F . Clearly, the operator ∆ is defined by the family ∆(p, s∗).
The following statement is also obvious.

Exercise 6.3. For the family of operators ∆[p, s∗] ∈ CDiffk(F ,F), p ∈ P ,
s∗ ∈ S∗, we can find an operator ∆ ∈ CDiffk(P, S) such that ∆[p, s∗] =
∆(p, s∗), if and only if

∆[p,
∑

i

fis
∗
i ] =

∑

i

fi∆[p, s∗i ],

∆[
∑

i

fipi, s
∗] =

∑

i

∆[pi, s
∗]fi.

In view of this exercise, the family of operators

∆Q[p⊗ q, s∗ ⊗ q∗](f) = q∗(∆(p, s∗)Q(fq))

uniquely determines the operator ∆Q.

6.2. The horizontal de Rham complex. Consider a complex of C-dif-

ferential operators · · · −→ Pi−1
∆i−→ Pi

∆i+1
−−→ Pi+1 −→ · · · . Multiplying it by a

C-module Q and taking into account Proposition 6.2 on the preceding page,
we obtain the complex

· · · −→ Pi−1 ⊗Q
(∆i)Q
−−−→ Pi ⊗Q

(∆i+1)Q
−−−−→ Pi+1 ⊗Q −→ · · · .

Applying this construction to the horizontal de Rham complex, we get hor-

izontal de Rham complex with coefficients in Q:

0 −→ Q
d̄Q
−→ Λ̄1 ⊗F Q

d̄Q
−→ · · ·

d̄Q
−→ Λ̄n ⊗F Q −→ 0,

where Λ̄i = Λ̄i(E).
The cohomology of the horizontal de Rham complex with coefficients in

Q is said to be horizontal cohomology and is denoted by H̄ i(Q).

Exercise 6.4. Proof that the differential d̄ = d̄Q can also be defined by

(d̄q)(X) = ∇X(q), q ∈ Q,

d̄(ω ⊗ q) = d̄ω ⊗ q + (−1)pω ∧ d̄q, ω ∈ Λ̄p.

One easily sees that a morphism f : Q1 → Q2 of C-modules gives rise to
a cochain mapping of the de Rham complexes:

0 −−−→ Q1
d̄

−−−→ Λ̄1 ⊗F Q1
d̄

−−−→ · · ·
d̄

−−−→ Λ̄n ⊗F Q1 −−−→ 0y
y

y

0 −−−→ Q2
d̄

−−−→ Λ̄1 ⊗F Q2
d̄

−−−→ · · ·
d̄

−−−→ Λ̄n ⊗F Q2 −−−→ 0.
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Let us discuss some examples of horizontal de Rham complexes.

Example 6.9. The horizontal de Rham complex with coefficients in the
module J̄∞(P )

0 −→ J̄∞(P )
d̄
−→ Λ̄1 ⊗ J̄∞(P )

d̄
−→ Λ̄2 ⊗ J̄∞(P )

d̄
−→ · · ·

d̄
−→ Λ̄n ⊗ J̄∞(P ) −→ 0

is the project limit of the horizontal Spencer complexes

0 −→ J̄ k(P )
S̄
−→ Λ̄1 ⊗ J̄ k−1(P )

S̄
−→ Λ̄2 ⊗ J̄ k−2(P )

S̄
−→ · · · , (6.4)

where S̄(ω ⊗ ̄l(p)) = d̄ω ⊗ ̄l−1(p). As usual Spencer complexes, they are
exact in positive degrees and

H0(Λ̄• ⊗ J̄ k−•(P )) = P.

Recall that one proves this fact by considering the commutative diagram

0 0 0y
y

y
0 −−→ S̄k ⊗ P −−→ J̄ k(P ) −−→ J̄ k−1(P ) −−→ 0yδ̄

yS̄
yS̄

0 −−→ Λ̄1 ⊗ S̄k−1 ⊗ P −−→ Λ̄1 ⊗ J̄ k−1(P ) −−→ Λ̄1 ⊗ J̄ k−2(P ) −−→ 0yδ̄
yS̄

yS̄
0 −−→ Λ̄2 ⊗ S̄k−2 ⊗ P −−→ Λ̄2 ⊗ J̄ k−2(P ) −−→ Λ̄2 ⊗ J̄ k−3(P ) −−→ 0yδ̄

yS̄
yS̄

...
...

...

(see page 20).

Exercise 6.5. Multiply this diagram by a C-module Q (possibly of infinite
rank) and prove that the complex

0 −→ J̄∞(P ) ⊗̂Q
d̄
−→ Λ̄1 ⊗ J̄∞(P ) ⊗̂Q

d̄
−→ · · ·

d̄
−→ Λ̄n ⊗ J̄∞(P ) ⊗̂Q −→ 0

is exact in positive degrees and

H0(Λ̄• ⊗ J̄∞(P ) ⊗̂Q) = P ⊗Q.

Here

J̄∞(P ) ⊗̂Q = proj lim J̄ k(P )⊗Q.
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Example 6.10. The dualization of the previous example is as follows. The
coefficient module is CDiff(P,F). The corresponding horizontal de Rham
complex multiplied by a C-module Q has the form

0 −→ CDiff(P,F)⊗Q
d̄
−→ CDiff(P, Λ̄1)⊗Q

d̄
−→ · · ·

· · ·
d̄
−→ CDiff(P, Λ̄n)⊗Q −→ 0.

As in the previous example, it is easily shown that

H i(CDiff(P, Λ̄•)⊗Q) = 0 for i < n,

Hn(CDiff(P, Λ̄•)⊗Q) = P̂ ⊗Q,

where P̂ = HomF(P, Λ̄n).
One can use this fact to define the notion of adjoint C-differential operator

similarly to Definition 2.1 on page 27. The analog of Proposition 2.1 on
page 27 remains valid for C-differential operators.

Example 6.11. Take the C-module

Q =
⊕

p

Dv(CpΛ) =
⊕

p

HomF(C1Λ, CpΛ).

The horizontal de Rham complex with coefficients in Q can be written as

0 −→ Dv −→ Dv(Λ1) −→ Dv(Λ2) −→ · · ·

Proposition 6.3. The differential dDv(CpΛ) of this complex is equal to −∂C
(see page 88), so that the complex coincides up to sign with the com-

plex (5.39) on page 88.

Proof. Take a vertical vector field Y ∈ Dv and an arbitrary vector field Z.
By (5.22) on page 82 we obtain (cf. the proof of Theorem 5.12 on page 88)
iZ∂CY = [Zv − Z, Y ]v. Hence, ∂C(D

v) ⊂ Dv ⊗ Λ̄1 and ∂C|Dv = −dDv . This
together with formula (5.37) on page 86 and Remark 5.5 on page 88 yields
∂C(D

v(CpΛ)⊗ Λ̄q) ⊂ Dv(CpΛ)⊗ Λ̄q+1 and ∂C |Dv(CpΛ)⊗Λ̄q = −dDv(CpΛ).

6.3. Horizontal compatibility complex. Consider a C-differential oper-
ator ∆: P0 → P1. It is clear that by repeating word by word the construc-
tion of Subsection 1.4 on page 13 one obtains the horizontal compatibility

complex

P0
∆
−→ P1

∆1−→ P2
∆2−→ P3

∆3−→ · · · , (6.5)

which is formally exact (see the end of Subsection 1.7 on page 25).
Consider the C-moduleR∆ = kerψ∆

∞ (cf. Example 6.6 on page 104). Then
by Theorem 1.20 on page 21 the cohomology of complex (6.5) is isomorphic
to the horizontal cohomology with coefficients in R∆:
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Theorem 6.4.

H̄ i(R∆) = H i(P•).

Recall that this theorem follows from the spectral sequence arguments
applied to the commutative diagram

...
...

...x
x

x
0 −→ Λ̄2 ⊗ J̄∞(P0) −→ Λ̄2 ⊗ J̄∞(P1) −→ Λ̄2 ⊗ J̄∞(P2) −→ · · ·xd̄

xd̄
xd̄

0 −→ Λ̄1 ⊗ J̄∞(P0) −→ Λ̄1 ⊗ J̄∞(P1) −→ Λ̄1 ⊗ J̄∞(P2) −→ · · ·xd̄
xd̄

xd̄
0 −→ J̄∞(P0) −→ J̄∞(P1) −→ J̄∞(P2) −→ · · ·x

x
x

0 0 0
Let us multiply this diagram by a C-module Q. This yields

H̄ i(R∆ ⊗̂Q) = H i(P• ⊗Q), (6.6)

where R∆ ⊗̂Q = proj limRl
∆ ⊗Q, with Rl

∆ = kerψ∆
k+l, ord ∆ ≤ k.

We can dualize our discussion. Namely, consider the commutative dia-
gram

...
...

...y
y

y
0 ←− CDiff(P0, Λ̄

n−2) ←− CDiff(P1, Λ̄
n−2) ←− CDiff(P2, Λ̄

n−2) ←− · · ·yd̄
yd̄

yd̄
0 ←− CDiff(P0, Λ̄

n−1) ←− CDiff(P1, Λ̄
n−1) ←− CDiff(P2, Λ̄

n−1) ←− · · ·yd̄
yd̄

yd̄
0 ←− CDiff(P0, Λ̄

n) ←− CDiff(P1, Λ̄
n) ←− CDiff(P2, Λ̄

n) ←− · · ·y
y

y
0 0 0

As above, we readily obtain

H̄ i(R∗
∆) = Hn−i(P̂•)
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and, more generally,

H̄ i(R∗
∆ ⊗Q) = Hn−i(P̂• ⊗Q), (6.7)

where R∗
∆ = Hom(R∆,F). The homology in the right-hand side of these

formulae is the homology of the complex

P̂0
∆∗

←−− P̂1

∆∗
1←−− P̂2

∆∗
2←−− P̂3

∆∗
3←−− · · · ,

dual to the complex (6.5).

6.4. Applications to computing the C-cohomology groups. Let E be
an equation,

P0 = κ
ℓE−→ P1

∆1−→ P2
∆2−→ P3

∆3−→ P4
∆4−→ · · ·

the compatibility complex for the operator of universal linearization, κ =
F(E , π). Take a C-module Q.

Theorem 6.5. H̄ i(Dv(Q)) = H i(P• ⊗Q).

Proof. The statement follows immediately from (6.6) on the page before
and Proposition 3.30 on page 68.

Let Q = CpΛ. The previous theorem gives a method for computing of the
cohomology groups H̄ i(Dv(CpΛ)), which are the C-cohomology groups (see
Example 6.11 on page 108):

Corollary 6.6. H̄ i(Dv(CpΛ)) = H i(P• ⊗ CpΛ).

Let us describe the isomorphisms given by this corollary in an explicit
form.

Consider an element
∑

i∈ I ω
q
i ⊗ ̄∞(si) ∈ Λ̄q ⊗ Dv(CpΛ), where ωqi ∈

Λ̄q ⊗ CpΛ, si ∈ κ, which is a horizontal cocycle. This means that
∑

i∈ I

ωqi ⊗ ̄∞(ℓE(si)) = 0 and
∑

i∈ I

d̄ωqi ⊗ ̄∞(si) = 0.

From the second equality it easily follows that there exists an element∑
i∈ I1

ωq−1
i ⊗ ̄∞(s′i) ∈ Λ̄q−1 ⊗ CpΛ ⊗ J̄∞(κ), such that

∑
i∈ I1

d̄ωq−1
i ⊗

̄∞(s′i) =
∑

i∈ I ω
q
i ⊗ ̄∞(si). Denote s1

i = ℓE(s
′
i). The element

∑
i∈ I1

ωq−1
i ⊗

̄∞(s1
i ) ∈ Λ̄q−1 ⊗ CpΛ⊗ J̄∞(P1) satisfies

∑

i∈ I1

ωq−1
i ⊗ ̄∞(∆1(s

1
i )) = 0 and

∑

i∈ I1

d̄ωq−1
i ⊗ ̄∞(s1

i ) = 0.

Continuing this process, we obtain elements
∑

i∈ Il
ωq−li ⊗ ̄∞(sli) ∈ Λ̄q−l ⊗

CpΛ⊗ J̄∞(Pl) such that
∑

i∈ Il

ωq−li ⊗ ̄∞(∆l(s
l
i)) = 0 and

∑

i∈ Il

d̄ωq−li ⊗ ̄∞(sli) = 0.
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For l = q these formulae mean that the element
∑

i∈ Iq
ω0
i⊗̄∞(sqi ) represents

an element of the module Pq ⊗ CpΛ that lies in the kernel of the operator
∆q+1. This is the element that gives rise to the cohomology class in the
group Hq(P•⊗ C

pΛ) corresponding to the chosen element of Λ̄q ⊗Dv(CpΛ).
It follows from our results that if there is an integer k such that Pk =

Pk+1 = Pk+2 = · · · = 0, i.e., the compatibility complex has the form

P0 = κ
ℓE−→ P1

∆1−→ P2
∆2−→ P3

∆3−→ · · ·
∆k−2
−−−→ Pk−1 −→ 0,

then

H i(Dv(CpΛ)) = 0 for i ≥ k.

This result is known as the k-line theorem for the C-cohomology.
What are the values of the integer k for differential equations encountered

in mathematical physics? The existence of a compatibility operator ∆1 is
usually due to the existence of dependencies between the equations under
consideration: ∆1(F ) = 0, E = {F = 0}. The majority of systems that
occur in practice consist of independent equations and for them k = 2.
Such systems of differential equations are said to be ℓ-normal. In the case
of ℓ-normal equations the two-line theorem for the C-cohomology holds:

Theorem 6.7 (the two-line theorem). Let a differential equation E be ℓ-
normal. Then:

(1) H i(Dv(CpΛ)) = 0 for i ≥ 2,
(2) H0(Dv(CpΛ)) = ker(ℓE)CpΛ,

(3) H1(Dv(CpΛ)) = coker(ℓE)CpΛ.

Further, we meet with the case k > 2 in gauge theories, when the de-
pendencies ∆1(F ) = 0 are given by the second Noether theorem (see page
128). For usual irreducible gauge theories, like electromagnetism, Yang -
Mills models, and Einstein’s gravity, the Noether identities are independent,
so that the operator ∆2 is trivial and, thus, k = 3. Finally, for an L-th stage
reducible gauge theory, one has k = L+ 3.

Remark 6.2. For the “empty” equation J∞(π) Corollary 6.6 on the facing
page yields Theorem 5.13 on page 90 (the one-line theorem).

6.5. Example: Evolution equations. Consider an evolution equation
E = {F = ut − f(x, t, ui) = 0}, with independent variables x, t and depen-
dent variable u; ui denotes the set of variables corresponding to derivatives
of u with respect to x.

Natural coordinates for E∞ are (x, t, ui). The total derivatives operators
Dx and Dt on E∞ have the form

Dx =
∂

∂x
+
∑

i

ui+1
∂

∂ui
, Dt =

∂

∂t
+
∑

i

Di
x(f)

∂

∂ui
.
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The operator of universal linearization is given by

ℓE = Dt − ℓf = Dt −
∑

i

∂f

∂ui
Di
x.

Clearly, for an evolution equation the two-line theorem holds, hence the
C-cohomology H̄q(Dv(CpΛ)) is trivial for q ≥ 2. Now, assume that the order
of the equation E is greater than or equal to 2, i.e., ord ℓf ≥ 2. Then one
has more:

Theorem 6.8. For any evolution equation of order ≥ 2, one has

H̄0(Dv(CpΛ)) = 0 for p ≥ 2,

Proof. It follows from Theorem 6.7 on the preceding page that
H̄0(Dv(CpΛ)) = ker(ℓE)CpΛ. Hence to prove the theorem it suffices to check
that the equation

(Dt − ℓf )(ω) = 0, (6.8)

with ω ∈ CpΛ, has no nontrivial solutions for p ≥ 2.
To this end consider the symbol of (6.8). Denote smbl(Dx) = θ. The

symbol of ℓf has the form smbl(ℓf) = gθk, k = ord ℓf ≥ 2, where g =
∂f

∂uk
.

An element ω ∈ CpΛ can be identified with a multilinear C-differential
operator, so the symbol of ω is a homogeneous polynomial in p variables
smbl(ω) = δ(θ1, . . . , θp). Equation (6.8) yields

[g(θk1 + · · ·+ θkp)− g(θ1 + · · ·+ θp)
k] · δ(θ1, . . . , θp) = 0.

The conditions k ≥ 2 and p ≥ 2 obviously imply that δ(θ1, . . . , θp) = 0.
This completes the proof.

Remark 6.3. This proof can be generalized for determined systems of evo-
lution equations with arbitrary number of independent variables (see [16]).
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7. Vinogradov’s C-spectral sequence

7.1. Definition of the Vinogradov C-spectral sequence. Suppose
E ⊂ Jk(π) is a formally integrable differential equation. Consider the
ideal CΛ∗ = CΛ∗(E) of the exterior algebra Λ∗(E) of differential forms
on E∞ generated by the Cartan submodule C1Λ(E) (see page 61): CΛ∗ =
C1Λ(E) ∧ Λ∗(E). Clearly, this ideal and all its powers (CΛ∗)∧s = CsΛ ∧ Λ∗,
where CsΛ = C1Λ ∧ · · · ∧ C1Λ︸ ︷︷ ︸

s times

, is stable with respect to the operator d, i.e.,

d((CΛ∗)∧s) ⊂ (CΛ∗)∧s.

Thus, in the de Rham complex on E∞ we have the filtration

Λ∗ ⊃ CΛ∗ ⊃ (CΛ∗)∧2 ⊃ · · · ⊃ (CΛ∗)∧s ⊃ · · · .

The spectral sequence (Ep,q
r , dp,qr ) determined by this filtration is said to be

the Vinogradov C-spectral sequence of equation E . As usual p is the filtration
degree and p+ q is the total degree.

It follows from the direct sum decomposition (3.40) on page 61 that Ep,q
0

can be identified with CpΛ⊗ Λ̄q.

Exercise 7.1. Prove that under this identification the operator dp,q0 coincides
with the horizontal de Rham differential d̄CpΛ with coefficients in CpΛ (cf.
Example 6.3 on page 104).

Thus, the Vinogradov C-spectral sequence is one of two spectral sequences
associated with the variational bicomplex (CpΛ⊗ Λ̄q), d̄, dC) constructed in
Subsection 3.8 on page 61.

Remark 7.1. The second spectral sequences associated with the variational
bicomplex can be naturally identified with the Leray–Serre spectral se-
quence of the de Rham cohomology of the bundle E∞ →M .

Remark 7.2. The definition of the Vinogradov C-spectral sequence given
above remains valid for any object the category Inf (see page 69), whereas
the variational bicomplex exists only for an infinite prolonged equation.

Exercise 7.2. Prove that any morphism F : N1 → N2 in Inf gives rise to
the homomorphism of the Vinogradov C-spectral sequence for N2 into the
Vinogradov C-spectral sequence for N1.

7.2. The term E1 for J∞(π). Let us consider the term E1 of the Vino-
gradov C-spectral sequence for the “empty” equation E∞ = J∞(π).

By definition the first term E1 of a spectral sequence is the cohomology
of its zero term E0. Thus, to describe the terms Ep,q

1 (π) we must compute
the cohomologies of complexes

0 −→ CpΛ(π)
d̄
−→ CpΛ(π)⊗ Λ̄1(π)

d̄
−→ · · ·

d̄
−→ CpΛ(π)⊗ Λ̄n(π) −→ 0.
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Using Proposition 3.30 on page 68, this complex can be rewritten in the
form

0 −→ CDiffalt(p)(κ(π),F(π))
w
−→ CDiffalt(p)(κ(π), Λ̄1(π))

w
−→ · · ·

w
−→ CDiffalt(p)(κ(π), Λ̄n(π)) −→ 0,

where w(∆) = (−1)pd̄ ◦∆.
Now from Theorem 2.8 on page 32 we obtain the following description of

the term E1 for J∞(π):

Theorem 7.1. Let π be a smooth vector bundle over a manifold M ,

dimM = n. Then:

(1) E0,q
1 (π) = H̄q(π) for all q ≥ 0;

(2) Ep,q
1 (π) = 0 for p > 0, q 6= n;

(3) Ep,n
1 (π) = Lalt

p (κ(π)), p > 0,

where Lalt
p (κ(π)) was defined in Theorem 2.8 on page 32.

Since the the Vinogradov C-spectral sequence converges to the de Rham
cohomology of the manifold J∞(π), this theorem has the following

Corollary 7.2. For any smooth vector bundle π over an n-dimensional

smooth manifold M one has :

(1) Ep,q
r (π) = 0, 1 ≤ r ≤ ∞, if p > 0, q 6= n or p = 0, q > n;

(2) E0,q
1 (π) = E0,q

∞ (π) = Hq(J∞(π)) = Hq(J0(π)), q < n;
(3) Ep,n

2 (π) = Ep,n
∞ (π) = Hp+n(J∞(π)) = Hp+n(J0(π)), p ≥ 0.

Exercise 7.3. Prove that Hq(J∞(π)) = Hq(J0(π)).

We now turn our attention to the differentials dp,n1 . They are induced
by the Cartan differential dC. For p = 0, we have dC(ω) = ℓω, ω ∈ Λ̄n.
(Note that the expression ℓω is correct, because ω is a horizontal form, i.e.,
a nonlinear operator from Γ(π) to Λn(M).) Therefore the operator

E0,n
1 (π) = H̄n(π)

d
0,n
1−−→ E1,n

1 (π) = κ̂(π)

is given by the formula d0,n
1 ([ω]) = µ(ℓω) = ℓ∗ω(1), where ω ∈ Λ̄n(π), [ω] is

the horizontal cohomology class of ω.

Exercise 7.4. Write down the coordinate expression for the operator d0,n
1

and show that it coincides with the standard Euler operator, i.e., with
the operator that takes a Lagrangian to the corresponding Euler–Lagrange
equation.

Let us compute the operators dp,n1 , p > 0.
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Consider an element ∇ ∈ Lalt
p (κ(π)) and define the operator � ∈

CDiff(p+1)(κ(π), Λ̄n(π)) via

�(χ1, . . . , χp+1) =

p+1∑

i=1

(−1)i+1
Зχi(∇(χ1, . . . , χ̂i, . . . , χp+1))

+
∑

1≤i<j≤p+1

(−1)i+j∇({χi, χj}, χ1, . . . , χ̂i, . . . , χ̂j, . . . , χp+1). (7.1)

Exercise 7.5. Prove that dp,n1 (∇) = µ(p+1)(�) (see page 33 for the definition
of µ(p+1)).

Remark 7.3. Needless to say that this fact follows from the standard for-
mula for exterior differential. It needs however to be proved that one may
use this formula even though ∇ as an element of CDiff(p)(κ, Λ̄

n) is not
skew-symmetric.

From (7.1) we get

�(χ1, . . . , χp+1) =

p∑

i=1

(−1)i+1
Зχi(∇(χ1, . . . , χ̂i, . . . , χp))(χp+1)

+

p∑

i=1

(−1)i+1∇(χ1, . . . , χ̂i, . . . , χp,Зχi(χp+1))

+ (−1)pЗχp+1(∇(χ1, . . . , χp))

+
∑

1≤i<j≤p

(−1)i+j∇({χi, χj}, χ1, . . . , χ̂i, . . . , χ̂j, . . . , χp+1)

+

p∑

i=1

(−1)i+p+1∇({χi, χp+1}, χ1, . . . , χ̂i, . . . , χp)

=

p∑

i=1

(−1)i+1
Зχi(∇(χ1, . . . , χ̂i, . . . , χp))(χp+1)

+
∑

1≤i<j≤p

(−1)i+j∇({χi, χj}, χ1, . . . , χ̂i, . . . , χ̂j, . . . , χp+1)

+

p∑

i=1

(−1)i+1∇(χ1, . . . , χ̂i, . . . , χp, ℓχi(χp+1)) + (−1)pℓ∇(χ1,...,χp)(χp+1).



116

Therefore

dp,n1 (∇)(χ1, . . . , χp) = µ(p+1)(�)(χ1, . . . , χp)

=

p∑

i=1

(−1)i+1
Зχi(∇(χ1, . . . , χ̂i, . . . , χp))

+
∑

i<j

(−1)i+j∇({χi, χj}, χ1, . . . , χ̂i, . . . , χ̂j, . . . , χp)

+

p∑

i=1

(−1)i+1ℓ∗χi(∇(χ1, . . . , χ̂i, . . . , χp)) + (−1)pℓ∗∇(χ1,...,χp)
(1). (7.2)

Exercise 7.6. Prove that

ℓ∗ψ(ϕ)(1) = ℓ∗ψ(ϕ) + ℓ∗ϕ(ψ), ϕ ∈ κ(π), ψ ∈ κ̂(π).

Using this formula, let us rewrite the last term of (7.2) in the following
way:

(−1)pℓ∗(∇(χ1,...,χp))
(1) =

1

p

p∑

i=1

(−1)i(ℓ∗(∇(χ1,...,χ̂i,...,χp,χi))
(1)

=
1

p

p∑

i=1

(−1)i(ℓ∗∇(χ1,...,χ̂i,...,χp)
(χi) + ℓ∗χi(∇(χ1, . . . , χ̂i, . . . , χp))).

Finally we obtain

(dp,n1 (∇)) (χ1, . . . , χp) =

p∑

i=1

(−1)i+1
Зχi(∇(χ1, . . . , χ̂i, . . . , χp))

+
∑

i<j

(−1)i+j∇({χi, χj}, χ1, . . . , χ̂i, . . . , χ̂j, . . . , χp)

+
1

p

p∑

i=1

(−1)i+1((p− 1)ℓ∗χi(∇(χ1, . . . , χ̂i, . . . , χp))− ℓ
∗
∇(χ1,...,χ̂i,...,χp)

(χi)).

In particular, for p = 1 we have d1,n
1 (ψ)(ϕ) = Зϕ(ψ) − ℓ∗ψ(ϕ) = ℓψ(ϕ) −

ℓ∗ψ(ϕ), ψ ∈ κ̂(π), ϕ ∈ κ(π), that is

d1,n
1 (ψ) = ℓψ − ℓ

∗
ψ.

Consider the following complex, which is said to be the (global) varia-

tional complex,

0 −→ F(π)
d̄
−→ Λ̄1(π)

d̄
−→ · · ·

d̄
−→ Λ̄n(π)

E

−→ E1,n
1 (π)

d
1,n
1−−→ E2,n

1 (π)
d
2,n
1−−→ · · · ,
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where operator E is equal to the composition of the natural projection

Λ̄n(π)→ H̄n(π) and the operator H̄n(π)
d
0,n
1−−→ E1,n

1 (π) 15.
In view of Corollary 7.2 on page 114, the cohomology of this complex

coincides with H∗(J0(π)).
The operator E is the Euler operator (see Exercise 7.4 on page 114). It

takes each Lagrangian density ω ∈ Λn
0 (π) to the left-hand part of the cor-

responding Euler–Lagrange equation E(ω) = 0. Thus the action functional

s 7→

∫

M

j∞(s)∗(ω), s ∈ Γ(π),

is stationary on the section s if and only if j∞(s)∗ (E(ω)) = 0.
If the cohomology of the space J0(π) is trivial, then the variational com-

plex is exact. This immediately implies a number of consequences. The
three most important are:

(1) kerE = im d̄ (“a Lagrangian with zero variational derivative is a total
divergence”);

(2) d̄ω = 0 if and only if ω is of the form ω = d̄η, ω ∈ Λ̄n−1(π) (“all zero
total divergence are total curls”);

(3) ℓψ = ℓ∗ψ if and only if ψ is of the form ψ = E(ω), ψ ∈ κ̂(π) (this is
the solution of the inverse problem to the calculus of variations).

Now suppose that we are given ψ ∈ κ̂(π) such that ℓψ = ℓ∗ψ. How one
can find a Lagrangian ω such that ψ = E(ω)? To this end take a one-
parameter family of fiberwise transformations Gt : E → E, 0 ≤ t ≤ 1, of
the space of the bundle π : E → M , with G0 = 0 and G1 = idE. Consider
the corresponding family of evolutionary vector field Зϕt , i.e.,

d

dt
G

(∞)∗
t = Зϕt ◦G

(∞)∗
t

for t > 0. Let us compute the correspondent Lie derivative Зϕt(ψ) (which is
different from the usual “component-wise” derivative). Take Ω ∈ Λ̄n⊗C1Λ,
dΩ = 0, that represents ψ. Then Зϕt(Ω) = dC(Ω(Зϕt)). Therefore Зϕt(ψ) =
E(ψ(ϕt)). Hence

d

dt
G

(∞)∗
t (ψ) = E(G

(∞)∗
t (ψ(ϕt))),

and integrating this with respect to t, we obtain the following homotopy (or
inverse) formula

ψ = E

(∫ 1

0

G
(∞)∗
t (ψ(ϕt)) dt

)
.

15Below we use the notation E for the operator d0,n
1 : H̄n(π)→ E

1,n
1 (π) as well.
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Take, for instance, Gt(ex) = tex, ex ∈ Ex = π−1(x). Then ϕit =
ui

t
and we

have

ψ = E

(∫ 1

0

∑

i

uiψi(x, tujσ) dt

)
.

Exercise 7.7. Let ∆ ∈ CDiff(P, Λ̄n(π)). Using the Green formula and Ex-
ercise 7.6 on page 116, prove that for any p ∈ P one has

E(∆(p)) = ℓ∗p(∆
∗(1)) + ℓ∗∆∗(1)(p).

Deduce from this formula that for any ϕ ∈ κ(π) and ω ∈ Λ̄n(π) the following
equality holds

E(Зϕ(ω)) = Зϕ(E(ω)) + ℓ∗ϕ(E(ω)).

Exercise 7.8. Let J = (J0, J1, . . . , Jn) be a conserved current for an evolu-
tion equation E = {ut = f(t, x, u, ux, uxx, . . . )}. Using the previous exercise,
prove that the vector-function ψ = E(J0), where J0 is the t-component of
the conserved current that is regarded as a function of (t, x, u, ux, uxx, . . . ),
satisfies the equation

Dt(ψ) + ℓ∗f(ψ) = 0

(cf. Theorem 7.11 on page 124).

7.3. The term E1 for an equation. Let E be an equation,

P0 = κ
ℓE−→ P1

∆1−→ P2
∆2−→ P3

∆3−→ P4
∆4−→ · · ·

be the compatibility complex for the universal linearization operator, and

P̂0 = κ̂
ℓ∗E←− P̂1

∆∗
1←−− P̂2

∆∗
2←−− P̂3

∆∗
3←−− P̂4

∆∗
4←−− · · ·

be the dual complex. Take a C-module Q.

Theorem 7.3. For any equation E and a C-module Q one has

H̄n−i(C1Λ⊗Q) = Hi(P̂• ⊗Q).

Proof. The statement follows immediately from (6.7) on page 110 and
Proposition 3.30 on page 68.

Let Q = CpΛ. The theorem gives a method for computing the Vinogradov
C-spectral sequence. Namely, since the term Ep,q

1 = H̄q(CpΛ) of the Vino-
gradov C-spectral sequence is a direct summand in the cohomology group
H̄q(C1Λ⊗Cp−1Λ), we have a description for the first term of the Vinogradov
C-spectral sequence. Thus:

Corollary 7.4. The term Ep,q
1 of the Vinogradov C-spectral sequence is the

skew-symmetric part of the group Hn−q(P̂• ⊗ C
p−1Λ).
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It is useful to describe the isomorphisms given by this corollary in an
explicit form.

Consider an operator ∇ ∈ CDiff(κ, Λ̄q ⊗ Cp−1Λ) that represents an ele-
ment of Ep,q

1 . This means that

d̄ ◦ ∇ = ∇1 ◦ ℓE

for an operator ∇1 ∈ CDiff(P1, Λ̄
q+1 ⊗ Cp−1Λ). Applying the operator d̄ to

both sides of this formula and using Exercise 1.3 on page 13, we get

d̄ ◦ ∇1 = ∇2 ◦∆1

for some operator ∇2 ∈ CDiff(P2, Λ̄
q+2 ⊗ Cp−1Λ). Continuing this process,

we obtain operators ∇i ∈ CDiff(Pi, Λ̄
q+i ⊗ Cp−1Λ), i = 1, 2, . . . , n− q, such

that

d̄ ◦ ∇i−1 = ∇i ◦∆i−1.

For i = n−q, this formula means that the operator∇n−q ∈ CDiff(Pn−q, Λ̄
n⊗

Cp−1Λ) represents an element of the module P̂n−q ⊗ Cp−1Λ that lies in the
kernel of the operator ∆∗

n−q−1. This is the element that gives rise to the

homology class in Hn−q(P̂• ⊗ Cp−1Λ) corresponding to the chosen element
of Ep,q

1 .
If the compatibility complex has the length k,

P0 = κ
ℓE−→ P1

∆1−→ P2
∆2−→ P3

∆3−→ · · ·
∆k−2
−−−→ Pk−1 −→ 0,

then Ep,q
1 = 0 for p > 0 and q ≤ n − k. This is the k-line theorem for the

Vinogradov C-spectral sequence.
In the case k = 2, i.e., for ℓ-normal equations, the two-line theorem holds:

Theorem 7.5 (the two-line theorem). Let E be an ℓ-normal differential

equation. Then:

(1) Ep,q
1 = 0 for p > 0 and q ≤ n− 2,

(2) Ep,n−1
1 ⊂ ker(ℓ∗E)Cp−1Λ for p > 0,

(3) Ep,n
1 ⊂ coker(ℓ∗E)Cp−1Λ for p > 0.

This theorem has the following elementary

Corollary 7.6. The terms Ep,q
r (E) of the Vinogradov C-spectral sequence

satisfy the following:

(1) Ep,q
r (E) = 0 if p ≥ 1, q 6= n− 1, n, 1 ≤ r ≤ ∞;

(2) Ep,q
3 (E) = Ep,q

∞ (E);
(3) E0,q

1 (E) = E0,q
∞ (E) = Hq(E∞), q ≤ n− 2;

(4) E0,n−1
2 (E) = E0,n−1

∞ (E) = Hn−1(E∞);
(5) E1,n−1

2 (E) = E1,n−1
∞ (E).
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Example 7.1. For an evolution equation E = {F = ut −
f(x, t, u, ux, uxx . . . ) = 0} the two-line theorem implies that the Vinogradov
C-spectral sequence is trivial for q 6= 1, 2, p > 0, and exactly as in Exam-
ple 6.5 on page 111 one proves that Ep,1

1 = 0 for p ≥ 3.

7.4. Example: Abelian p-form theories. Let M be a (pseudo-)Rieman-
nian manifold and π : E → M the p-th exterior power of the cotangent
bundle over M , so that a section of π is a p-form on M . Evidently, on the
jet space J∞(π) there exists a unique horizontal form A ∈ Λ̄p(J∞(π)) such
that j∗∞(ω)(A) = ω for all ω ∈ Λp(M). Consider the equation E = {F = 0},
with F = d̄∗d̄A, where ∗ is the Hodge star operator. Our aim is to calculate
the terms of the Vinogradov C-spectral sequence Ei,q

1 (E) for q ≤ n− 2. We
shall assume that 1 ≤ p < n − 1 and that the manifold M is topologically
trivial.

Obviously, we have P0 = κ = Λ̄p, P1 = Λ̄n−p, and ℓE = d̄∗d̄ : Λ̄p → Λ̄n−p.
Taking into account Example 1.2 on page 24, we see that the compatibility
complex for ℓE has the form

Λ̄p ℓE−−−→ Λ̄n−p d̄
−−−→ Λ̄n−p+1 d̄

−−−→ · · ·
d̄

−−−→ Λ̄n −−−→ 0∥∥∥
∥∥∥

∥∥∥
∥∥∥

P0 P1 P2 Pk−1

(7.3)

Thus k = p + 2 and the k-line theorem yields Ei,q
1 = 0 for i > 0 and

q < n − p − 1. Since the Vinogradov C-spectral sequence converges to
the de Rham cohomology of E∞, which is trivial, we also get E0,q

1 = 0 for
0 < q < n−p−1, and dimE0,0

1 = 1, i.e., H̄1 = H̄2 = · · · = H̄n−p−2 = 0 and
dim H̄0 = 1. Next, consider the terms Ei,q

1 for n− p− 1 ≤ q < 2(n− p− 1)
and i > 0. In view of Corollary 7.4 on page 118 one has

Ei,q
1 ⊂ H̄q−(n−p−1)(Ci−1Λ) = E

i−1,q−(n−p−1)
1 ,

because the complex dual to the compatibility complex (7.3) has the form

Λ̄n−p ℓ∗E←−−− Λ̄p d̄
←−−− Λ̄p−1 d̄

←−−− · · ·
d̄

←−−− F ←−−− 0.∥∥∥
∥∥∥

∥∥∥
∥∥∥

P̂0 P̂1 P̂2 P̂p+1

(Throughout, it is assumed that q ≤ n − 2.) Thus we obtain Ei,q
1 = 0 for

n − p − 1 < q < 2(n − p − 1), i > 0 and dimE1,n−p−1
1 = 1. Again, taking

into account that the spectral sequence converges to the trivial cohomology,
we get E0,q

1 = 0 for n − p − 1 < q < 2(n − p − 1) and dimE0,n−p−1
1 = 1.

In addition, the map d0,n−p−1
1 : E0,n−p−1

1 → E1,n−p−1
1 is an isomorphism.

Explicitly, one readily obtains that the one-dimensional space E0,n−p−1
1 is
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n− p− 1 is even n− p− 1 is odd
-

6

-

6q

i

q

i

3(n− p− 1)

2(n− p− 1)

n− p− 1

3(n− p− 1)

2(n− p− 1)

n− p− 1

r

r

r

r

r

r

r

-

-

-

r

r

r

r

r

r

r

-

-

-

Diagram 7.1

generated by the element ∗d̄A ∈ Λ̄n−p−1 and the map d0,n−p−1
1 takes this

element to the operator ∗d̄ : κ = Λ̄p → Λ̄n−p−1, which generates the space
E1,n−p−1

1 .
Further, let us consider the terms Ei,q

1 for 2(n−p−1) ≤ q < 3(n−p−1).
Arguing as before, we see that all these terms vanish unless q = 2(n−p−1)

and i = 0, 1, 2, with dimE
1,2(n−p−1)
1 = 1 and dimE

i,2(n−p−1)
1 ≤ 1, i = 0, 2.

To compute the terms E
i,2(n−p−1)
1 for i = 0 and i = 2, we have to consider

two cases: n− p− 1 is even and n− p− 1 is odd (see Diagram 7.1).

In the first case, the map d
1,2(n−p−1)
1 : E

1,2(n−p−1)
1 → E

2,2(n−p−1)
1 is trivial.

Indeed, the operator (∗d̄A) ∧ ∗d̄ : κ = Λ̄p → Λ̄2(n−p−1), which generates the

space E
1,2(n−p−1)
1 , under the mapping d

1,2(n−p−1)
1 is the antisymmetrization

of the operator (ω1, ω2) 7→ (∗d̄ω1)∧ (∗d̄ω2), ωi ∈ κ = Λ̄p. But this operator

is symmetric, so that d
1,2(n−p−1)
1 = 0. Consequently, E

2,2(n−p−1)
1 = 0 and

dimE
0,2(n−p−1)
1 = 1. This settles the case when n− p− 1 is even.

In the case when n−p−1 is odd, the operator (ω1, ω2) 7→ (∗d̄ω1)∧(∗d̄ω2)

is skew-symmetric, hence the map d
1,2(n−p−1)
1 is an isomorphism. Thus,

dimE
2,2(n−p−1)
1 = 1 and E

0,2(n−p−1)
1 = 0.

Continuing this line of reasoning, we obtain the following result.

Theorem 7.7. For i = q = 0 one has dimE0,0
1 = 1. If either or both i and

q are positive, there are two cases:
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(1) if n− p− 1 is even then

dimEi,q
1 =

{
1 for i = l(n− p− 1) and q = 0, 1,

0 otherwise;

(2) if n− p− 1 is odd then

dimEi,q
1 =

{
1 for i = l(n− p− 1) and q = l − 1, l,

0 otherwise.

Here 1 ≤ l <
n− 1

n− p− 1
.

In other words, let Ā be the exterior algebra generated by two forms:
ω1 = ∗d̄A ∈ Λ̄n−p−1 and ω2 = d̄1(ω1) = ∗d̄ ∈ Λ̄n−p−1 ⊗ C1Λ; then we see
that the space

⊕
i,q≤n−2E

i,q
1 is isomorphic to the subspace of Ā containing

no forms of degree q > n− 2.

7.5. Conservation laws and generating functions. We start by de-
scribing the differentials d0,n−1

1 and d1,n−1
1 for an ℓ-normal equation since

they directly relate to the theory of conservation laws.
Suppose that an ℓ-normal equation E ⊂ Jk(π) is given by a section F ∈

F(π, ξ) = P .

Proposition 7.8. The operator

d0,n−1
1 : E0,n−1

1 (E) = H̄n−1(E)→ E1,n−1
1 (E) = ker (ℓE)

∗ ⊂ P̂

has the form

d0,n−1
1 (h) = �

∗(1),

where h = [ω] ∈ H̄n−1(E), ω ∈ Λ̄n−1(E) and � ∈ CDiff(P, Λ̄n(E)) is an

operator satisfying d̄ω = �(F ).

Proof. We have d̄ ◦ ℓω = � ◦ ℓE . Thus � is an operator that represents the
element d0,n−1

1 (h) ∈ E1,n−1
1 (E). Hence d0,n−1

1 (h) = �
∗(1).

Proposition 7.9. The term E2,n−1
1 (E) can be described as the quotient

{∇ ∈ CDiff(κ, P̂ ) | ℓ∗E ◦ ∇ = ∇∗ ◦ ℓE }/θ,

where θ = {� ◦ ℓE | � ∈ CDiff(P, P̂ ),�∗ = � }.

Proof. Take a horizontal (n−1)-cocycle with coefficients in C1Λ⊗C1Λ. Let

an operator ∆ ∈ CDiff(κ, P̂ ) corresponds to this cocycle by Theorem 7.3

on page 118. Then there exists an operator A ∈ CDiff(P, P̂ ) such that
ℓ∗E ◦∆ = A ◦ ℓE . By the Green formula we have

〈ℓ∗E(∆(χ1)), χ2〉 − 〈∆(χ1), ℓE(χ2)〉 = d̄(∆1(χ1, χ2)),
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where χ1, χ2 ∈ κ, and ∆1 ∈ CDiff(2)(κ,Λ
n−1). The cocycle under consider-

ation belongs to E2,n−1
1 , if the operator ∆1 is skew-symmetric:

∆1(χ1, χ2) = −∆1(χ2, χ1) mod K,

where K ⊂ CDiff(2)(κ, Λ̄
n−1) is the submodule consisting of the operators

of the form γ(χ1, χ2) = γ1(ℓE(χ1), χ2) + γ2(ℓE(χ2), χ1) for some operators
γ1, γ2 ∈ CDiff(P, CDiff(κ, Λ̄n−1)). In this case

〈ℓ∗E(∆(χ1)), χ2〉 − 〈∆(χ1), ℓE(χ2)〉 = −〈ℓ∗E(∆(χ2)), χ1〉+ 〈∆(χ2), ℓE(χ1)〉

= −〈ℓ∗E(∆(χ2)), χ1〉+ 〈χ2,∆
∗(ℓE(χ1))〉

= −〈A(ℓE(χ2)), χ1〉+ 〈χ2, ℓ
∗
E(A

∗(χ1))〉

modulo d̄K. This implies ∆ = A∗ +B ◦ ℓE for an operator B ∈ CDiff(P, P̂ ).
One has ℓ∗E ◦B ◦ ℓE = ℓ∗E ◦∆− ℓ∗E ◦A

∗ = ℓ∗E ◦∆−∆∗ ◦ ℓE , hence B∗ = −B.
Now we see that the operator ∇ = ∆ − 1

2
B ◦ ℓE satisfies ℓ∗E ◦ ∇ = ∇∗ ◦ ℓE .

The operator ∇ is defined modulo the operators of the form � ◦ ℓE . We
have ℓ∗E ◦� ◦ ℓE = ℓ∗E ◦�

∗ ◦ ℓE , so that �
∗ = �.

Proposition 7.10. The operator d1,n−1
1 : E1,n−1

1 (E) = ker ℓ∗E → E2,n−1
1 (E)

is given by

d1,n−1
1 (ψ) = (ℓψ + ∆∗) mod θ,

where ∆ ∈ CDiff(P, κ̂) is an operator satisfying ℓ∗F (ψ) = ∆(F ).

Proof. By Green’s formula on J∞(π) we have

〈ψ, ℓF (χ)〉 − 〈ℓ∗F (ψ), χ〉 = d̄(�(χ)),

where χ ∈ κ(π), � ∈ CDiff(κ(π), Λ̄n−1(π)) = C1Λ(π) ⊗ Λ̄n−1(π). Let us
compute d̄ ◦ dC(�) ∈ C2Λ(π)⊗ Λ̄n(π):

d̄(dC(�)(χ1, χ2)) = Зχ1(d̄(�(χ2)))−Зχ2(d̄(�(χ1)))− d̄(�({χ1, χ2}))

= Зχ1(〈ψ, ℓF (χ2)〉)−Зχ2(〈ψ, ℓF (χ1)〉)− 〈ψ, ℓF ({χ1, χ2})〉

−Зχ1(〈ℓ
∗
F (ψ), χ2〉) + Зχ2(〈ℓ

∗
F (ψ), χ1〉) + 〈ℓ∗F (ψ), {χ1, χ2}〉

= 〈ℓψ(χ1), ℓF (χ2)〉 − 〈ℓψ(χ2), ℓF (χ1)〉 − 〈ℓ∆(F )(χ1), χ2〉+ 〈ℓ∆(F )(χ2), χ1〉.

Therefore, the restriction of d̄ ◦ dC(�) to E∞ equals to

d̄ ◦ dC(�)
∣∣
E∞ (χ1, χ2)

= 〈ℓψ(χ1), ℓE(χ2)〉 − 〈ℓψ(χ2), ℓE(χ1)〉 − 〈∆(ℓE(χ1)), χ2〉+ 〈∆(ℓE(χ2)), χ1〉

= 〈(ℓψ + ∆∗)(χ1), ℓE(χ2)〉 − 〈(ℓψ + ∆∗)(χ2), ℓE(χ1)〉+ d̄γ(χ1, χ2),

where γ ∈ K. This completes the proof.
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Now we apply these results to the problem of computing conservation
laws of an ℓ-normal differential equation E .

First, note that for a formally integrable equation E the projections
E (k+1) → E (k) are affine bundles, therefore E (k+1) and E (k) are of the same
homotopy type. Hence, H∗(E∞) = H∗(E).

Further, it follows from the two-line theorem that there exists the follow-
ing exact sequence:

0 −→ Hn−1(E) −→ H̄n−1(E)
d
0,n−1
1−−−→ ker (ℓE)

∗ .

Recall that the group H̄n−1(E) was interpreted as the group of conserva-
tion laws of the equation E (see the beginning of Section 6 on page 101).
Conservation laws ω ∈ Hn−1(E) ⊂ H̄n−1(E) are called topological (or rigid),
since they are determined only by the topology of the equation E . In par-
ticular, the corresponding conserved quantities do not change under defor-
mations of solutions of the equation E . Therefore topological conservation
laws are not very interesting for us and we consider the quotient group
cl(E) = H̄n−1(E)/Hn−1(E), called the group of proper conservation laws of
the equation E . The two-line theorem implies immediately the following.

Theorem 7.11. If E is an ℓ-normal equation, then

cl(E) ⊂ ker ℓ∗E .

If, moreover, Hn(E) ⊂ H̄n(E) (in particular, Hn(E) = 0), we have

cl(E) = ker d1,n−1
1 .

Element ψ ∈ ker ℓ∗E that corresponds to a conservation law [ω] ∈ cl(E) is
called its generating function.

Theorem 7.11 gives an effective method for computing conservation laws.

Remark 7.4. In view of Proposition 7.9 on page 122, elements of E2,n−1
1

can be interpreted as mappings from ker ℓ∗E to ker ℓE , i.e., from generating
functions of conservation laws to symmetries of E .

Proposition 7.12. Let E = {ut = f(t, x, u, ux, uxx, . . . )} be an evolution

equation and J = (J0, J1, . . . , Jn) a conserved current for E . Then the

generating function of J is equal to ψ = E(J0), where J0 is the t-component

of the conserved current that is regarded as a function of (t, x, u, ux, uxx, . . . ).

Proof. The restriction of the total derivative Dt to the equation E∞ has the

form: Dt =
∂

∂t
+Зf . Hence

∂J0

∂t
+Зf(J0)+

∑n
i=1Di(Ji) = 0. On the other

hand, Dt =
∂

∂t
+ Зut , therefore Dt(J0) +

∑n
i=1Di(Ji) =

∂J0

∂t
+ Зut(J0) −

∂J0

∂t
−Зf (J0) = Зut−f(J0) = ℓJ0(ut − f). Thus ψ = ℓ∗J0

(1) = E(J0).
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Let ϕ ∈ ker ℓE be a symmetry and [ω] ∈ H̄n−1(E) a conservation law of
the equation E . Then [Зϕ(ω)] is a conservation law of E as well.

Proposition 7.13. If ψ ∈ ker ℓ∗E is the generating function of a conser-

vation law [ω] of an ℓ-normal equation E = {F = 0}, then the generating

function of the conservation law [Зϕ(ω)] has the form Зϕ(ψ)+∆∗(ψ), where

the operator ∆ ∈ CDiff(P, P ) is defined by Зϕ(F ) = ∆(F ).

Proof. First, we have

〈ψ, ℓE(χ)〉 = d̄ℓω(χ) + d̄γ(ℓE(χ)), χ ∈ κ,

where γ ∈ CDiff(P, Λ̄n−1). Using the obvious formula

ℓЗχ1 (η)(χ2) = Зχ1(ℓη(χ2))− ℓη({χ1, χ2}), χ1, χ1 ∈ κ, η ∈ Λ̄n,

where {·, ·} is the Jacobi bracket (see Definition 3.31 on page 66, we obtain

d̄ℓЗϕ(ω)(χ) = d̄(Зϕ(ℓω(χ)))−d̄(ℓω({ϕ, χ})) = Зϕ(d̄(ℓω(χ)))−d̄(ℓω({ϕ, χ}))

= Зϕ(〈ψ, ℓE(χ)〉)− 〈ψ, ℓE({ϕ, χ})〉 −Зϕ(d̄γ(ℓE(χ))) + d̄γ(ℓE({ϕ, χ}))

= 〈Зϕ(ψ), ℓE(χ)〉+ 〈ψ, (Зϕ(ℓE(χ))− ℓE({ϕ, χ}))〉+ d̄γ′(ℓE(χ))

= 〈Зϕ(ψ), ℓE(χ)〉+ 〈ψ, ℓЗϕ(F )

∣∣
E∞〉+ d̄γ′(ℓE(χ))

= 〈Зϕ(ψ), ℓE(χ)〉+ 〈ψ,∆(ℓE(χ))〉+ d̄γ′(ℓE(χ))

= 〈(Зϕ + ∆∗)(ψ), ℓE(χ)〉+ d̄γ′′(ℓE(χ)),

where γ′, γ′′ ∈ CDiff(P, Λ̄n−1). This completes the proof.

7.6. Generating functions from the antifield-BRST standpoint. A
differential equation E = {F = 0}, F ∈ P , is called normal, if any C-differ-
ential operator ∆, such that ∆(F ) = 0, vanishes on E∞. A normal equation
is obviously ℓ-normal.

Consider a normal equation E and the complex on J∞(π)

0←− F
δ
←− CDiff(P,F)

δ
←− CDiffalt(2)(P,F)

δ
←− CDiffalt(3)(P,F)

δ
←− · · · ,

δ(∆)(p1, . . . , pk) = ∆(F, p1, . . . , pk), pi ∈ P . This complex is exact in all
terms except for the term F . At points θ ∈ E∞, the exactness follows
immediately from the normality condition. At points θ /∈ E∞, this is a
well known fact from linear algebra (see Example 8.5 on page 138). The
homology in the term F is clearly equal to F(E).

In physics, this complex is said to be the Koszul–Tate resolution, and
elements of CDiffalt(k)(P,F) are called antifields.
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Consider the commutative diagram

0 0 0x
x

x

0 ←−−− Λ̄n δ
←−−− CDiff(P, Λ̄n)

δ
←−−− CDiffalt(2)(P, Λ̄

n)
δ

←−−− · · ·xd̄
xd̄

xd̄

0 ←−−− Λ̄n−1 δ
←−−− CDiff(P, Λ̄n−1)

δ
←−−− CDiffalt(2)(P, Λ̄

n−1)
δ

←−−− · · ·xd̄
xd̄

xd̄

0 ←−−− Λ̄n−2 δ
←−−− CDiff(P, Λ̄n−2)

δ
←−−− CDiffalt(2)(P, Λ̄

n−2)
δ

←−−− · · ·xd̄
xd̄

xd̄
...

...
...

From the standard spectral sequence arguments (see the Appendix) and
Theorem 2.8 on page 32 it follows that H̄q(E) = Hn−q(L

alt
• (P ), δ). Since the

complex (Lalt
• (P ), δ) is a direct summand in the complex (CDiffalt(•)(P, P̂ ), δ),

it is exact in all degrees except for 0 and 1. This yields the two-line theorem

for normal equations. We also get

H̄n−1(E) = H1(L
alt
• (P ), δ) = {ψ ∈ P̂ mod T | 〈ψ, F 〉 ∈ d̄Λ̄n−1 },

where T = {ψ ∈ P̂ | ψ = �(F ), � ∈ CDiff(P, P̂ ), �
∗ = −� }. The condi-

tion 〈ψ, F 〉 ∈ d̄Λ̄n−1 is equivalent to 0 = E〈ψ, F 〉 = ℓ∗F (ψ) + ℓ∗ψ(F ). So we
again obtain the correspondence between conservation laws and generating
functions together with the equation ℓ∗E(ψ) = 0.

7.7. Euler–Lagrange equations. Consider the Euler–Lagrange equation
E = {E(L) = 0} corresponding to a Lagrangian L = [ω] ∈ H̄n(π). Let
ϕ ∈ κ(π) be a Noether symmetry of L, i.e., Зϕ(L) = 0 on J∞(π).

Exercise 7.9. Using Exercise 7.7 on page 118, check that a Noether sym-
metry of L is a symmetry of the corresponding equation E as well, i.e.,
sym(L) ⊂ sym(E).

Exercise 7.10. Show that if E0,n
2 (E) = 0, then finding of Noether sym-

metries of the Lagrangian L = [ω] amounts to solution of the equation
E(ℓω(ϕ)) = ℓE(L)(ϕ) + ℓ∗ϕ(E(L)) = 0. (Thus, to calculate the Noether
symmetries of an Euler–Lagrange equation one has no need to know the
Lagrangian.)
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Let Зϕ(ω) = d̄ν, where ν ∈ Λ̄n−1(π). By the Green formula we have

Зϕ(ω)− d̄ν = ℓω(ϕ)− d̄ν = ℓ∗ω(1)(ϕ) + d̄γ(ϕ)− d̄ν

= E(L)(ϕ) + d̄(γ(ϕ)− ν) = 0.

Set

η = (ν − γ(ϕ))|E∞ ∈ Λ̄n−1(E).

Thus, d̄ η|E∞ = 0, i.e., [η] ∈ H̄n−1(E) is a conservation law of the equation
E . The map

sym(L)→ H̄n−1(E), ϕ 7→ [η],

is said to be the Noether map.
An arbitrariness in the choice of ω and ν leads to the multivaluedness of

the Noether map.

Exercise 7.11. Check that the Noether map is well defined up to the image
of the natural homomorphism H̄n−1(π)→ H̄n−1(E).

Proposition 7.14. If the Euler–Lagrange equation E corresponding to a

Lagrangian L is ℓ-normal, then the Noether map considered on the set of

Noether symmetries of L is inverse to the differential d0,n−1
1 .

Proof. On J∞(π) we have

d̄ℓη(χ) = ℓ〈E(L),ϕ〉(χ) = 〈ℓE(L)(χ), ϕ〉+ 〈E(L), ℓϕ(χ)〉.

Therefore on E∞ we obtain d̄ℓη(χ) = 〈ℓE(χ), ϕ〉, i.e., d0,n−1
1 ([η]) = ϕ.

Remark 7.5. The Noether map can be understood as a procedure for finding
a conserved current corresponding to a given generating function.

Thus, we see that if Зϕ is a Noether symmetry of a Lagrangian, then
ϕ is the generating function of a conservation law for the corresponding
Euler–Lagrange equation. This is the (first) Noether theorem. Note that
since for Euler–Lagrange equations one has ℓ∗E = ℓE , the inverse Noether
theorem is obvious: if ϕ is the generating function of a conservation law for
an Euler–Lagrange equation, then ϕ is a symmetry for this equation.

Let us discuss the Noether theorem from the antifield-BRST point of
view. Consider a 1-cycle ϕ ∈ κ of the complex Lalt

• (κ̂). We have 〈ϕ,E(ω)〉 ∈
d̄Λ̄n−1, where ω is a density of the Lagrangian L = [ω]. Hence Зϕ(ω) ∈
d̄Λ̄n−1 and, therefore, Зϕ(L) = 0, i.e., ϕ is a Noether symmetry. Thus, the
Koszul–Tate resolution gives a homological interpretation of the Noether
theorem.

Now, suppose that the Lagrangian has a gauge symmetry, i.e., there exist
an F -module a and a C-differential operator R : a → κ such that R(α)
is a Noether symmetry for any α ∈ a. This means that ЗR(α)(L) = 0 or
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ℓL◦R = 0. Hence R∗◦ℓ∗L = 0 and, finally, R∗(ℓ∗L(1)) = R∗(E(L)) = 0. Thus,
if the Lagrangian is invariant under a gauge symmetry, then theNoether

identities R∗(E(L)) = 0 between the Euler–Lagrange equations hold (the
second Noether theorem).

7.8. The Hamiltonian formalism on J∞(π). Let A ∈ CDiff(κ̂(π),κ(π))
be a C-differential operator. Define the Poisson bracket on H̄n(π) corre-
sponding to the operator A by the formula

{ω1, ω2}A = 〈A(E(ω1)),E(ω2)〉,

where 〈 , 〉 denotes the natural pairing κ(π)× κ̂(π)→ H̄n(π).
The lemma below shows that the operator A is uniquely determined by

the corresponding Poisson bracket.

Lemma 7.15. Let π : E → M be a vector bundle.

(1) Consider an operator A ∈ CDiff(l)(κ̂(π), P ), where P is an F(π)-
module. If for all ω1, . . . , ωl ∈ H̄n(π) one has

A(E(ω1), . . . ,E(ωl)) = 0,

then A = 0.
(2) Consider an operator A ∈ CDiff(l)(κ̂(π), Λ̄n(π)). If for all cohomology

classes ω1, . . . , ωl ∈ H̄n(π) the element A(E(ω1), . . . ,E(ωl)) belongs to

the image of d̄, then imA ⊂ im d̄, i.e., µ(l−1)(A) = 0 (see Subsection

2.4).
(3) Consider an operator A ∈ CDiff(l−1)(κ̂(π),κ(π)). If for all elements

ω1, . . . , ωl ∈ H̄n(π) one has 〈A(E(ω1), . . . ,E(ωl−1)),E(ωl)〉 = 0, then

A = 0.

Proof. (1) It suffices to consider the case l = 1. Obviously, on J∞(π) every

element of κ̂(π) = F̂(π, π) of the form π∗(f), with f ∈ Γ̂(π), (in other
words, every element of κ̂(π) depending on base coordinates x only) can
locally be presented in the form π∗(f) = E(ω) for some ω ∈ Λ̄n(π). Thus
A(π∗(f)) = 0 for all f . Since A is a C-differential operator, this implies
A = 0.

(2) It is also sufficient to consider the case l = 1. We have E(A(E(ω))) =
0. Using Exercise 7.7 on page 118, we get

0 = E(A(E(ω))) = ℓ∗
E(ω)(A

∗(1)) + ℓ∗A∗(1)(E(ω))

for all ω ∈ Λ̄n(π). As above, we see that for any f ∈ Γ̂(π) there exists ω ∈
Λ̄n(π) such that π∗(f) = E(ω). Since ℓπ∗(f) = 0, we obtain ℓ∗A∗(1)(π

∗(f)) = 0.

Hence ℓ∗A∗(1) = 0, so that 0 = E(A(E(ω))) = ℓ∗
E(ω)(A

∗(1)).

Exercise 7.12. Prove that locally there exists a form ω ∈ Λ̄n(π) such that
ℓE(ω) is the identity operator.
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Using this exercise, we get 0 = A∗(1) = µ(A), which is our claim.
(3) The assertion follows immediately from (1) and (2) above.

Definition 7.1. An operator A ∈ CDiff(κ̂(π),κ(π)) is called Hamiltonian,
if its Poisson bracket defines a Lie algebra structure on H̄n(π), i.e., if

{ω1, ω2}A = −{ω2, ω1}A, (7.4)

{{ω1, ω2}A, ω3}A + {{ω2, ω3}A, ω1}A + {{ω3, ω1}A, ω2}A = 0. (7.5)

The bracket { , }A is said to be a Hamiltonian structure.

Proposition 7.16. The Poisson bracket { , }A is skew-symmetric, i.e., con-

dition (7.4) holds, if and only if the operator A is skew-adjoint, i.e.,

A = −A∗.

Proof. Since

{ω1, ω2}A + {ω2, ω1}A = 〈(A+ A∗)(E(ω1)),E(ω2)〉,

the claim follows immediately from the previous lemma.

Now we shall prove criteria for checking an arbitrary skew-adjoint op-
erator A ∈ CDiff(κ̂(π),κ(π)) to be Hamiltonian. For this, we need the
following

Lemma 7.17. Consider an operator A ∈ CDiff(κ̂(π),κ(π)) and an ele-

ment ψ ∈ κ̂(π). Define the operator ℓA,ψ ∈ CDiff(κ(π),κ(π)) by

ℓA,ψ(ϕ) = (ℓA(ϕ))(ψ) ϕ ∈ κ(π).

Then

ℓ∗A,ψ1
(ψ2) = ℓ∗A∗,ψ2

(ψ1). (7.6)

Proof. By the Green formula,

〈A(ψ1), ψ2〉 = 〈ψ1, A
∗(ψ2)〉.

Applying Зϕ to both sides, we get

〈Зϕ(A)(ψ1), ψ2〉 = 〈ψ1,Зϕ(A
∗)(ψ2)〉,

and so

〈ℓA,ψ1(ϕ), ψ2〉 = 〈ψ1, ℓA∗,ψ2(ϕ)〉.

Again the Green formula yields

〈ϕ, ℓ∗A,ψ1
(ψ2)〉 = 〈ℓ∗A∗,ψ2

(ψ1), ϕ〉,

and the lemma is proved.

Theorem 7.18. Let A ∈ CDiff(κ̂(π),κ(π)) be a skew-adjoint operator ;
then the following conditions are equivalent :

(1) A is a Hamiltonian operator ;



130

(2) 〈ℓA(A(ψ1))(ψ2), ψ3〉 + 〈ℓA(A(ψ2))(ψ3), ψ1〉 + 〈ℓA(A(ψ3))(ψ1), ψ2〉 = 0
for all ψ1, ψ2, ψ3 ∈ κ̂(π);

(3) ℓA,ψ1(A(ψ2))− ℓA,ψ2(A(ψ1)) = A(ℓ∗A,ψ2
(ψ1)) for all ψ1, ψ2 ∈ κ̂(π);

(4) the expression ℓA,ψ1(A(ψ2))+ 1
2
A(ℓ∗A,ψ1

(ψ2)) is symmetric with respect

to ψ1, ψ2 ∈ κ̂(π);
(5) [ЗA(ψ), A] = ℓA(ψ) ◦ A+ A ◦ ℓ∗A(ψ) for all ψ ∈ imE ⊂ κ̂(π).

Moreover, it is sufficient to verify conditions (2)–(4) for elements ψi ∈ imE

only.

Proof. Let ω1, ω2, ω3 ∈ H̄n(π) and ψi = E(ωi). The Jacobi identity (7.5) on
the page before yields

∮
{{ω1, ω2}A, ω3}A =

∮
−ЗA(ψ3)〈A(ψ1), ψ2〉

=

∮
−〈ЗA(ψ3)(A)(ψ1), ψ2〉 − 〈A(ℓψ1(A(ψ3))), ψ2〉 − 〈A(ψ1), ℓψ2(A(ψ3))〉

=

∮
−〈ℓA(A(ψ3))(ψ1), ψ2〉+ 〈A(ψ2), ℓψ1(A(ψ3))〉 − 〈A(ψ1), ℓψ2(A(ψ3))〉

=

∮
−〈ℓA(A(ψ3))(ψ1), ψ2〉 = 0,

where as above the symbol
∮

denotes the sum of cyclic permutations. It
follows from Lemma 7.15 on page 128 that this formula holds for all ψi ∈
κ̂(π). Criterion (2) is proved.

Rewrite the Jacobi identity in the form

〈ℓA,ψ1(A(ψ2)), ψ3〉+ 〈A(ψ1), ℓ
∗
A,ψ3

(ψ2)〉 − 〈A(ℓ∗A,ψ2
(ψ1)), ψ3〉 = 0.

Using (7.6) on the page before, we obtain

〈ℓA,ψ1(A(ψ2)), ψ3〉 − 〈ℓA,ψ2(A(ψ1)), ψ3〉 − 〈A(ℓ∗A,ψ2
(ψ1)), ψ3〉 = 0,

which implies criterion (3).
The equivalence of criteria (3) and (4) follows from (7.6) on the preceding

page.
Finally, criterion (5) is equivalent to criterion (3) by virtue of the following

obvious equalities:

[ЗA(ψ2), A](ψ1) = ℓA,ψ1(A(ψ2)),

ℓA,ψ ◦ A = ℓA(ψ) ◦ A−A ◦ ℓψ ◦ A.

This concludes the proof.

Example 7.2. Consider a skew-symmetric differential operator ∆: Γ̂(π)→
Γ(π). Then its lifting (see Definition 3.25 on page 59) C∆: κ̂(π)→ κ(π) is
obviously a Hamiltonian operator.
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Exercise 7.13. Check that in the case n = dimM = 1 and m = dim π = 1

operators of the form A = D3
x + (α + βu)Dx +

β

2
ux are Hamiltonian.

Let A : κ̂(π)→ κ(π) be a Hamiltonian operator. For any ω ∈ H̄n(π) the
evolutionary vector field Xω = ЗA(E(ω)) is called Hamiltonian vector field
corresponding to the Hamiltonian ω. Obviously,

Xω1(ω2) = 〈AE(ω1),E(ω2)〉 = {ω1, ω2}A.

This yields

X{ω1,ω2}A(ω) = {{ω1, ω2}A, ω}A = {ω1, {ω2, ω}A}A − {ω2, {ω1, ω}A}A

= (Xω1 ◦Xω2 −Xω2 ◦Xω1)(ω) = [Xω1, Xω2 ](ω)

for all ω ∈ H̄n(π). Thus

X{ω1,ω2}A = [Xω1 , Xω2]. (7.7)

As with the finite dimensional Hamiltonian formalism, 7.7 implies a result
similar to the Noether theorem.

For each H ∈ H̄n(π), the evolution equation

ut = A(E(H)), (7.8)

corresponding to the Hamiltonian H is called Hamiltonian evolution equa-
tion.

Example 7.3. The KdV equation ut = uux+uxxx admits two Hamiltonian
structures:

ut = Dx

(
E

(
u3

6
−
u2
x

2

))

and

ut =

(
D3
x +

2

3
uDx +

1

3
ux

)(
E

(
u2

2

))
.

Theorem 7.19. Hamiltonian operators take the generating function of a

conservation law of equation (7.8) to the symmetry of this equation.

Proof. Let A be a Hamiltonian operator and

ω̃0(t) + ω̃1(t) ∧ dt ∈ Λ̄n(π)⊕ Λ̄n−1(π) ∧ dt

be a conserved current of equation (7.8). This means that Dt(ω0(t)) = 0,
where ω0(t) ∈ H̄

n(π) is the horizontal cohomology class corresponding to
the form ω̃0(t), and Dt is the restriction of the total derivative in t to the
equation. Further,

Dt(ω0) =
∂ω0

∂t
+ ЗA(E(H))(ω0) =

∂ω0

∂t
+ {H, ω0}.
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This yields

∂

∂t
Xω0 + [XH, Xω0] = 0.

Hence Xω0 = ЗA(E(ω0)) is a symmetry of (7.8) on the page before. It remains
to recall that E(ω0) is the generating function of the conservation law under
consideration (see Proposition 7.12 on page 124).

Remark 7.6. Thus Hamiltonian operators are in a sense dual to elements of
E2,n−1

1 (cf. Remark 7.4 on page 124).

7.9. On superequations. The theory of this and preceding sections is
based on the pure algebraic considerations in Sections 1 and 2. Therefore
all results remain valid for the case of differential superequations, provided
one inserts the minus sign where appropriate (detailed geometric definitions
of superjets, super Cartan distribution, and so on the reader can find, for
example, in [44, 45]). So we discuss here only a couple of somewhat less
obvious points and the coordinates formula.

Let M be a supermanifold, dimM = n|m, and π be a superbundle over
M , dim π = s|t. The following theorem is the superanalog of theorem 2.2
on page 28.

Theorem 7.20. (1) Âs = 0 for s 6= n.

(2) Ân is the module of sections for the bundle Ber(M), the latter being

defined as follows: locally, sections of Ber(M) are written in the form

f(x)D(x), where f ∈ C∞(U) and D is a basis local section that is

multiplied by the Berezin determinant of the Jacobi matrix under the

change of coordinates. The Berezin determinant of an even matrix(
A B
C D

)
is equal to det(A−BD−1C)(detD)−1.

Proof. The assertion is local, so we can consider the domain U with lo-
cal coordinates x = (yi, ξj), i = 1, . . . , n, j = 1, . . . , m, and split the
complex (2.1) on page 27 Diff+(Λ∗) in the tensor product of complexes
Diff+(Λ∗)even ⊗ Diff+(Λ∗)odd, where Diff+(Λ∗)even is complex (2.1) on the
underlying even domain of U and Diff+(Λ∗)odd is the same complex for the
Grassmann algebra in variables ξ1, . . . , ξm.

We have H i(Diff+(Λ∗)even) = 0 for i 6= n and H i(Diff+(Λ∗)even) = Λn
U ,

where Λn
U is the module of n-form on the underlying even domain of U . To

compute the cohomology of Diff+(Λ∗)odd consider the quotient complexes

0 −→ Smblk(A)odd −→ Smblk+1(Λ
1)odd −→ · · · ,

where Smblk(P )odd = Diff+k (P )odd/Diff+k−1(P )odd. Then an easy cal-
culation shows that these complexes are the Koszul complexes, hence
H i(Diff+(Λ∗))odd = 0 for i > 0 and H0(Diff+(Λ∗)) is a module of rank



133

1. Therefore Âi = H i(Diff+(Λ∗)) = 0 for i 6= n and the only operators that

represent non-trivial cocycles have the form dy1∧· · ·∧dyn
∂m

∂ξ1 · · ·∂ξm
f(y, ξ).

To complete the proof it remains to check that Ân is precisely Ber(M),
i.e., that changing coordinates we obtain:

dy1 ∧ · · · ∧ dyn
∂m

∂ξ1 . . . ∂ξm
f

= dv1 ∧ · · · ∧ dvn
∂m

∂η1 . . . ∂ηm
fBer

(
J
(x
z

))
+ T,

where z = (vi, ηj) is a new coordinate system on U , Ber denotes the Berezin

determinant, J
(x
z

)
is the Jacobi matrix, T is cohomologous to zero. This

is an immediate consequence of the following well known formula for the
Berezin determinant: Ber

(
A B
C D

)
= detA · det D̃, where D̃ is defined by(

A B
C D

)−1
=
(
Ã B̃

C̃ D̃

)
.

The coordinate expression for the adjoint operator is as follows. Let

∆ ∈ Diff(A,B) be a scalar operator ∆ =
∑

σ Daσ
∂|σ|

∂xσ
. Then

∆∗ =
∑

σ

(−1)|σ|+aσxσD
∂|σ|

∂xσ
◦ aσ.

Here the symbol of an object used in exponent denotes the parity of the
object.

Now, consider a matrix operator ∆: P → Q, ∆ = ‖∆i
j‖, where the matrix

elements are defined by the equalities ∆(
∑

α eαf
α) =

∑
α,β e

′
α∆

α
β(f

β), {ei}
is a basis in P , {e′i} is a basis in Q. If D is even, then ∆∗ has the form

D(∆∗)ij = (−1)(ei+e′j)(∆+ei)(D∆j
i )

∗.

If D is odd, then

D((∆∗)Π)ij = (−1)(ei+∆)(e′j+1)+∆ei(D∆j
i )

∗,

where
(
A B
C D

)Π
=
(
D C
B A

)
is the Π-transposition.

Remark 7.7. One has (∆∗∗)ij = (−1)ei+e
′
j∆i

j .

Remark 7.8. There is one point where we need to improve the algebraic
theory of differential operators to extend it to the supercase. This is the
definition of geometrical modules that should read:
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Definition 7.2. A module P over C∞(M) is called geometrical, if
⋂

x∈Mrd
k≥ 1

µkxP = 0,

where Mrd is the underlying even manifold of M and µx is the ideal in
C∞(M) consisting of functions vanishing at point x ∈Mrd.
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Appendix: Homological algebra

In this appendix we sketch the basics of homological algebra. For an
extended discussion see, e.g., [37, 20, 7, 41, 8].

8.1. Complexes. A sequence of vector spaces over a field k and linear
mappings

· · · −→ Ki−1 di−1

−−→ Ki di

−→ Ki+1 di+1

−−→ · · ·

is said to be a complex if the composition of any two neighboring arrows is
the zero map: di ◦ di−1 = 0.

The maps di are called differentials. The index i is often omitted, so that
the definition of a complex reads: d2 = 0.

By definition, im di−1 ⊂ ker di. The complex (K•, d•) is called exact (or
acyclic) in degree i, if im di−1 = ker di. A complex exact in all degrees is
called acyclic (or exact, or an exact sequence).

Example 8.1. The sequence 0 −→ L
f
−→ K is always a complex. It is acyclic

if and only if f is injection. The sequence K
g
−→M −→ 0 is always a complex,

as well. It is acyclic if and only if g is surjection.
The sequence

0 −→ L
f
−→ K

g
−→M −→ 0 (8.1)

is a complex, if g ◦ f = 0. It is exact, if and only if f is injection, g is
surjection, and im f = ker g. In this case we can identify L with a subspace
of K and M with the quotient space K/L. Exact sequence (8.1) is called a
short exact sequence (or an exact triple).

Example 8.2. The de Rham complex is the complex of differential forms
on a smooth manifold M with respect to the exterior derivation:

· · · −→ Λi−1 d
−→ Λi d

−→ Λi+1 d
−→ · · · .

The cohomology of a complex (K•, d•) is the family of the spaces

H i(K•, d•) = ker di/ im di−1.

Thus, the equality H i(K•, d•) = 0 means that the complex (K•, d•) is
acyclic in degree i. Note that for the sake of brevity the cohomology is
often denoted by H i(K•) or H i(d•). Elements of ker di ⊂ Ki are called
i-dimensional cocycles, elements of im di−1 ⊂ Ki are called i-dimensional
coboundaries. Thus, the cohomology is the quotient space of the space of
all cocycles by the subspace of all coboundaries. Two cocycles k1 and k2

from common cohomology coset, i.e., such that k1− k2 ∈ im di−1, are called
cohomologous.
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Remark 8.1. In the case of the complex of differential forms on a manifold
cocycles are called closed forms, and coboundaries are called exact forms.

Remark 8.2. It is clear that the definition of a complex can be immediately
generalized to modules over a ring instead of vector spaces.

Exercise 8.1. Prove that if

· · · −→ Qi−1 di−1

−−→ Qi di

−→ Qi+1 di+1

−−→ · · ·

is a complex of modules (and di are homomorphisms) and P is a projective
module, then H i(Q• ⊗ P ) = H i(Q•)⊗ P .

Complexes defined above are called cochain to stress that the differentials
raise the dimension by 1. Inversion of arrows gives chain complexes

· · ·
di−1
←−− Ki−1

di←− Ki

di+1
←−− Ki+1 ←− · · · ,

homology, cycles, boundaries, etc. The difference between these types of
complex is pure terminological, so we shall mainly restrict our considerations
to cochain complexes.

A morphism (or a cochain map) of complexes f : K• → L• is the family
of linear mappings f i : Ki → Li that commute with differentials, i.e., that
make the following diagram commutative:

· · · −−−→ Ki−1
di−1
K−−−→ Ki

diK−−−→ Ki+1
di+1
K−−−→ · · ·yf i−1

yf i
yf i+1

· · · −−−→ Li−1
di−1
L−−−→ Li

diL−−−→ Li+1
di+1
L−−−→ · · · .

Such a morphism induces the map H i(f) : H i(K•)→ H i(L•), [k] 7→ [f(k)],
where k is a cocycle and [ · ] denotes the cohomology coset. Clearly,
H i(f ◦ g) = H i(f) ◦ H i(g) (so that H i is a functor from the category of
complexes to the category of vector spaces). A morphism of complexes is
called quasiisomorphism (or homologism) if it induces an isomorphism of
cohomologies.

Example 8.3. A smooth map of manifolds F : M1 → M2 gives rise to the
map of differential forms F ∗ : Λ•(M2) → Λ•(M1), such that d(F ∗(ω)) =
F ∗(d(ω)). Thus F ∗ is a cochain map and induces the map of the de Rham
cohomologies F ∗ : H•(M2) → H•(M1). In particular, if M1 and M2 are
diffeomorphic, then their de Rham cohomologies are isomorphic.

Exercise 8.2. Check that the wedge product on differential forms on M
induces a well-defined multiplication on the de Rham cohomology H∗(M) =⊕

iH
i(M), which makes the de Rham cohomology a (super)algebra, and not

just a vector space. Show that for diffeomorphic manifolds these algebras
are isomorphic.
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Two morphisms of complexes f •, g• : K• → L• are called homotopic if
there exist mappings si : Ki → Li−1, such that

f i − gi = si+1di + di−1si.

The mappings si are called (cochain) homotopy.

Proposition 8.1. If morphisms f • and g• are homotopic, then H i(f •) =
H i(g•) for all i.

Proof. Consider a cocycle z ∈ Ki, dz = 0. Then

f(z)− g(z) = (sd+ ds)(z) = d(s(z)).

Thus, f(z) and g(z) are cohomologous, and so H i(f •) = H i(g•).

Two complexes K• and L• are said to be cochain equivalent if there exist
morphisms f • : K• → L• and g• : L• → K• such that g ◦ f is homotopic to
idK• and f◦g is homotopic to idL• . Obviously, cochain equivalent complexes
have isomorphic cohomologies.

Example 8.4. Consider two maps of smooth manifolds F0, F1 : M1 → M2

and assume that they are homotopic (in the topological sense). Let
us show that the corresponding morphisms of the de Rham complexes
F ∗

0 , F
∗
1 : Λ•(M2)→ Λ•(M1) are homotopic (in the above algebraic sense).

Let F : M1 × [0, 1] → M2 be the homotopy between F0 and F1, F0(x) =
F (x, 0), F1(x) = F (x, 1). Take a form ω ∈ Λi(M2). Then

F ∗(ω) = ω1(t) + dt ∧ ω2(t),

where ω1(t) ∈ Λi(M1), ω2(t) ∈ Λi−1(M1) for each t ∈ [0, 1]. In particular,

F ∗
0 (ω) = ω1(0) and F ∗

1 (ω) = ω1(1). Set s(ω) =
∫ 1

0
ω2(t) dt. We have

F ∗(dω) = d(F ∗(ω)) = dω1(t) + dt ∧ ω′
1(t)− dt∧ dω2(t), where ′ denotes the

derivative in t. Hence, s(d(ω)) =
∫ 1

0
(ω′

1(t) − dω2(t)) dt = ω1(1) − ω1(0) −

d
∫ 1

0
ω2(t) dt = F ∗

1 (ω) − F ∗
0 (ω) − d(s(ω)), so s is a homotopy between F ∗

0

and F ∗
1 .

Exercise 8.3. Prove that if two manifolds M1 and M2 are homotopic (i.e.,
there exist maps f : M1 → M2 and g : M2 → M1 such that the maps f ◦ g
and g ◦ f are homotopic to the identity maps), then their cohomology are
isomorphic.

Corollary 8.2 (Poincaré lemma). Locally, every closed form ω ∈ Λi(M),
dω = 0, i ≥ 1, is exact: ω = dη.

A complex K• is said to be homotopic to zero if the identity morphism
idK• homotopic to the zero morphism, i.e., if there exist maps si : Ki →
Ki−1 such that idK• = sd + ds. Obviously, a complex homotopic to zero
has the trivial cohomology.
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Example 8.5. Let V be a vector space. Take a nontrivial linear functional
u : V → k and consider the complex

0←− k
d
←− V

d
←− Λ2(V )

d
←− · · ·

d
←− Λn−1(V )

d
←− Λn(V )

d
←− · · · ,

where d is the inner product with u:

d(v1 ∧ · · · ∧ vk) =
k∑

i=1

(−1)i+1u(vi)v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vk.

Take also a nontrivial element v ∈ V and consider the complex

0 −→ k
s
−→ V

s
−→ Λ2(V )

s
−→ · · ·

s
−→ Λn−1(V )

s
−→ Λn(V )

s
−→ · · · ,

where s is the exterior product with v:

s(v1 ∧ · · · ∧ vk) = v ∧ v1 ∧ · · · ∧ vk.

Since d is a derivation of the exterior algebra Λ∗(V ), we have (ds+sd)(w) =
d(v∧w)+v∧dw = dv∧w = u(v)w. This means that both complexes under
consideration are homotopic to zero and, therefore, acyclic.

Example 8.6. Consider two complexes

0←− Sn(V )
d
←− Sn−1(V )⊗ V

d
←− Sn−2(V )⊗ Λ2(V )

d
←− · · · , (8.2)

0 −→ Sn(V )
s
−→ Sn−1(V )⊗ V

s
−→ Sn−2(V )⊗ Λ2(V )

s
−→ · · · , (8.3)

where

d(w ⊗ v1 ∧ · · · ∧ vq) =

q∑

i=1

(−1)i+1viw ⊗ v1 ∧ · · · ∧ vi−1 ∧ vi+1 ∧ · · · ∧ vq,

s(w1 · · ·wp ⊗ v) =

p∑

i=1

w1 · · ·wi−1wi+1 · · ·wp ⊗ wi ∧ v.

Both maps d and s are derivations of the algebra S∗(V )⊗Λ∗(V ), equipped
with the grading induced from Λ∗(V ), therefore their commutator is also a
derivation. Noting that on elements of S1(V ) ⊗ Λ1(V ) the commutator is
identical, we get the formula

(ds+ sd)(x) = (p+ q)x, x ∈ Sp(V )⊗ Λq(V ).

Thus again both complexes under consideration are homotopic to zero (for
n > 0). Complex (8.2) is called the Koszul complex. Complex (8.3) is the
polynomial de Rham complex.

A complex L• is called a subcomplex of a complex K•, if the spaces Li are
subspaces of Ki, and the differentials of L• are restrictions of differentials
of K•, i.e., dK(Li−1) ⊂ Li. In this situation, differentials of K• induce
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differentials on quotient spaces M i = Ki/Li and we obtain the complex M•

called the quotient complex and denoted by M• = K•/L•.
The cohomologies of complexes K•, L•, and M• = K•/L• are related

to one another by the following important mappings. First, the inclusion
ϕ : L• → K• and the natural projection ψ : K• → M• induce the cohomol-
ogy mappings H i(ϕ) : H i(L•) → H i(K•) and H i(ψ) : H i(K•) → H i(M•).
There exists one more somewhat less obvious mapping

∂i : H i(M•)→ H i+1(L•)

called the boundary (or connecting) mapping.
The map ∂i is defined as follows. Consider a cohomology class x ∈

H i(M•) represented by an element y ∈ M i. Take an element z ∈ Ki such
that ψ(z) = y. We have ψ(dz) = dψ(z) = dy = 0, hence there exists an
element w ∈ Li+1 such that ϕ(w) = dz. Since ϕ(dw) = dϕ(w) = ddz = 0,
we get dw = 0, i.e., w is a cocycle. It can easily be checked that its coho-
mology class is independent of the choice of y and z. This class is the class
∂i(x).

Thus, given a short exact sequence of complexes

0 −→ L• ϕ
−→ K• ψ

−→ M• −→ 0 (8.4)

(this means that ϕ and ψ are morphisms of complexes and for each i the

sequences 0 −→ Li
ϕi

−→ Ki ψi

−→ M i −→ 0 are exact), one has the following
infinite sequence:

· · ·
Hi−1(ψ)
−−−−→ H i−1(M•)

∂i−1

−−→ H i(L•)
Hi(ϕ)
−−−→ H i(K•)

Hi(ψ)
−−−→ H i(M•)

∂i

−→ H i+1(L•)
Hi+1(ϕ)
−−−−→ · · · (8.5)

The main property of this sequence is the following.

Theorem 8.3. Sequence (8.5) is exact.

Proof. The proof is straightforward and is left to the reader.

Sequence (8.5) is called the long exact sequence corresponding to short
exact sequence of complexes (8.4).

Exercise 8.4. Consider the commutative diagram

0 −−−→ A1 −−−→ A2 −−−→ A3 −−−→ 0yf
yg

yh
0 −−−→ B1 −−−→ B2 −−−→ B3 −−−→ 0.

Prove using Theorem 8.3 that if f and h are isomorphisms, then g is also
an isomorphism.
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8.2. Spectral sequences. Given a complex K• and a subcomplex L• ⊂
K•, the exact sequence (8.5) on the page before can tell something about
the cohomology of K•, if the cohomology of L• and K•/L• are known. Now,
suppose that we are given a filtration of K•, that is a decreasing sequence
of subcomplexes

K• ⊃ K•
1 ⊃ K•

2 ⊃ K•
3 ⊃ · · · .

Then we obtain for each p = 0, 1, 2, . . . complexes

· · · −→ Ep,q−1
0 −→ Ep,q

0 −→ Ep,q+1
0 −→ · · · ,

where Ep,q
0 = Kp+q

p /Kp+q
p+1 . The cohomologies Ep,q

1 = Hp+q(Ep,•
0 ) of these

complexes can be considered as the first approximation to the cohomology
of K•. The apparatus of spectral sequences enables one to construct all
successive approximations Er, r ≥ 1.

Definition 8.1. A spectral sequence is a sequence of vector spaces Ep,q
r ,

r ≥ 0, and linear mappings dp,qr : Ep,q
r → Ep+r,q−r+1

r , such that d2
r = 0 (more

precisely, dp+r,q−r+1
r ◦ dp,qr = 0) and the cohomology Hp,q(E•,•

r , d•,•r ) with
respect to the differential dr is isomorphic to Ep,q

r+1.

Thus Er and dr determine Er+1, but do not determine dr+1.
Usually, p + q, p, and q are called respectively the degree, the filtration

degree, and the complementary degree.
It is convenient for each r to picture the spaces Ep,q

r as integer points on
the (p, q)-plane. The action of the differential dr is shown as follows:

p

q

s

s

HHHHHj

(p, q)

(p+ r, q − r + 1)

Er

Take an element α ∈ Ep,q
r . If dr(α) = 0 then α can be considered as

an element of Ep,q
r+1. If again dr+1(α) = 0 then α can be considered as an

element of Ep,q
r+2 and so on. This allows us to define the following two vector

spaces:

Cp,q
∞ = {α ∈ Ep,q

0 | d0(α) = 0, d1(α) = 0, . . . , dr(α) = 0, . . . }, (8.6)

Bp,q
∞ = {α ∈ Cp,q

∞ | there exists an element β ∈ Ep,q
r such that α = dr(β) }.

Set Ep,q
∞ = Cp,q

∞ /Bp,q
∞ . A spectral sequence is called regular if for any p and

q there exists r0, such that dp,qr = 0 for r ≥ r0. In this case there are natural
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projections

Ep,q
r −→ Ep,q

r+1 −→ · · · −→ Ep,q
∞ , r ≥ r0,

and Ep,q
∞ = inj limEp,q

r .
Let E and ′E be two spectral sequences. A morphism f : E → ′E is

a family of mappings f p,qr : Ep,q
r → ′Ep,q

r , such that dr ◦ fr = fr ◦ dr and
fr+1 = H(fr). Obviously, a morphism f : E → ′E induces the maps
f p,q∞ : Ep,q

∞ → ′Ep,q
∞ . Further, it is clear that if fr is an isomorphism, then

fs are isomorphisms for all s ≥ r. Moreover, if the spectral sequences E
and ′E are regular, then f∞ is an isomorphism as well.

Exercise 8.5. Assume that Ep,q
r 6= 0 for p ≥ p0, q ≥ q0 only. Prove that in

this case there exists r0 such that Ep,q
r = Ep,q

r+1 = · · · = Ep,q
∞ for r ≥ r0.

Consider a graded vector space G =
⊕

i∈Z
Gi endowed with a decreasing

filtration · · · ⊃ Gp ⊃ Gp+1 ⊃ · · · , such that
⋂
pGp = 0 and

⋃
pGp = G.

The filtration is called regular, if for each i there exists p, such that Gi
p = 0.

It is said that a spectral sequence E converges to G, if the spectral
sequence and the filtration of G are regular and Ep,q

∞ is isomorphic to
Gp+q
p /Gp+q

p+1.

Exercise 8.6. Consider two spectral sequences E and ′E that converge to G
and G′ respectively. Let f : E → ′E be a morphism of spectral sequences
and g : G → G′ be a map such that f p,q∞ : Ep,q

∞ → ′Ep,q
∞ coincides with the

map induced by g. Prove that if the map f p,qr : Ep,q
r →

′Ep,q
r for some r is an

isomorphism, then g is an isomorphism too.

Now we describe an important method for constructing spectral se-
quences.

Definition 8.2. An exact couple is a pair of vector spaces (D,E) together
with mappings i, j, k, such that the diagram

D
i
−→ D

kտ ւj

E

is exact in each vertex.

Set d = jk : E → E. Clearly, d2 = 0, so that we can define cohomology
H(E, d) with respect to d. Given an exact couple, one defines the derived

couple

D′ i′

−−→ D′

k′տ ւj′
E ′
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as follows: D′ = im i, E ′ = H(E, d), i′ is the restriction of i to D′, j′(i(x))
for x ∈ D is the cohomology class of j(x) in H(E), the map k′ takes a
cohomology class [y], y ∈ E, to the element k(y) ∈ D′.

Exercise 8.7. Check that mappings i′, j′, and k′ are well defined and that
the derived couple is an exact couple.

Thus, starting from an exact couple C1 = (D,E, i, j, k) we obtain the
sequence of exact couples Cr = (Dr, Er, ir, jr, kr) such that Cr+1 is the
derived couple for Cr.

A direct description of Cr in terms of C1 is as follows.

Proposition 8.4. The following isomorphisms hold for all r:

Dr = im ir−1,

Er = k−1(im ir−1)/j(ker ir−1).

The map ir is the restriction of i to Dr, jr(i
r−1(x)) = [j(x)], and kr([y]) =

k(y), where [ · ] denotes equivalence class modulo j(ker ir−1).

Proof. The proof is by induction on r and is left to the reader.

Now suppose that the exact couple C1 is bigraded, i.e., D =
⊕

p,qD
p,q,

E =
⊕

p,q E
p,q, and the maps i, j, and k have bidegrees (−1, 1), (0, 0), (1, 0)

respectively. In other words, one has:

ip,q : Dp,q → Dp−1,q+1,

jp,q : Dp,q → Ep,q,

kp,q : Ep,q → Dp+1,q.

It is clear that the derived couples Cr are bigraded as well, and the map-
pings ir, jr, and kr have bidegrees (−1, 1), (r− 1, 1− r), (1, 0) respectively.
Therefore the differential dr is a differential in Er and has bidegree (r, 1−r).
Thus, (Ep,q

r , dp,qr ) is a spectral sequence.
Now, suppose we are given a complex K• with a decreasing filtration K•

p .
Each short exact sequence

0 −→ K•
p+1 −→ K•

p −→ K•
p/K

•
p+1 −→ 0

induces the corresponding long exact sequence:

· · ·
k
−→ Hp+q(K•

p+1)
i
−→ Hp+q(K•

p)
j
−→ Hp+q(K•

p/K
•
p+1)

k
−→ Hp+q+1(K•

p+1)
i
−→ · · · .

Hence, setting Dp,q
1 = Hp+q(K•

p ) and Ep,q
1 = Hp+q(K•

p/K
•
p+1) we obtain a

bigraded exact couple, with mappings having bidegrees as above. Thus we
assign a spectral sequence to a complex with a filtration.
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Let us compute the spaces Ep,q
r in an explicit form. Consider the upper

term k−1(im ir−1) from the expression for Ep,q
r (see Proposition 8.4 on the

facing page). An element of Ep,q
1 is a class [x] ∈ Hp+q(K•

p/K
•
p+1), x ∈ K

p+q
p ,

dx ∈ Kp+q
p+1 . The class [x]lies in k−1(im ir−1), if k([x]) ∈ Hp+q+1(K•

p+r) ⊂

Hp+q+1(K•
p+1). This is equivalent to dx = y+dz, with y ∈ Kp+q

p+r , z ∈ K
p+q
p+1 .

Thus, we see that x = (x− z) + z, with d(x− z) ∈ Kp+q
p+r . Denoting

Zp,q
r = {w ∈ Kp+q

p | dw ∈ Kp+q
p+r },

we obtain k−1(im ir−1) = Zp,q
r +Kp+q

p+1 .

Further, consider the lower term j(ker ir−1) from the expression for Ep,q
r .

The kernel of the map ir−1 : Hp+q(K•
p)→ Hp+q(K•

p−r+1) consists of cocycles

x ∈ Kp+q
p such that x = dy for y ∈ Kp+q−1

p−r+1 . So y ∈ Zp−r+1,q+r−2
r−1 and

ker ir−1 = dZp−r+1,q+r−2
r−1 . Then j(ker ir−1) = dZp−r+1,q+r−2

r−1 +Kp+q
p+1 .

Thus, we get

Ep,q
r =

Zp,q
r +Kp+q

p+1

dZp−r+1,q+r−2
r−1 +Kp+q

p+1

=
Zp,q
r

dZp−r+1,q+r−2
r−1 + Zp+1,q−1

r−1

.

Remark 8.3. The last equality follows from the well known Noether modular
isomorphism

M +N

M1 +N
=

M

M1 + (M ∩N)
, M1 ⊂ M.

Theorem 8.5. If the filtration of the complex K• is regular, then the spec-

tral sequence of this complex converges to H•(K•) endowed with the filtration

Hk
p (K

•) = imHk(ip), where ip : K
•
p → K• is the natural inclusion.

Proof. Note first, that if the filtration of the complex K• is regular, then
the spectral sequence of this complex is regular too. Further, the spaces
Cp,q

∞ and Bp,q
∞ (see (8.6) on page 140) can easily be described by

Cp,q
∞ =

Zp,q
∞

Zp+1,q−1
∞

, Bp,q
∞ =

(Kp+q
p ∩ d(Kp+q−1)) + Zp+1,q−1

∞

Zp+1,q−1
∞

,

where Zp,q
∞ = {w ∈ Kp+q

p | dw = 0 }, whence

Ep,q
∞ =

Zp,q
∞

(Kp+q
p ∩ d(Kp+q−1)) + Zp+1,q−1

∞

.
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Since Hp+q
p (K•) =

Zp,q
∞ + d(Kp+q−1)

d(Kp+q−1)
, we have

Hp+q
p (K•)

Hp+q
p+1(K

•)
=

Zp,q
∞ + d(Kp+q−1)

Zp+1,q−1
∞ + d(Kp+q−1)

=
Zp,q

∞

Zp+1,q−1
∞ + (Kp+q

p ∩ d(Kp+q−1))
= Ep,q

∞ .

This concludes the proof.

Definition 8.3. A bicomplex is a family of vector spaces K•,• and lin-
ear mappings d′ : Kp,q → Kp+1,q, d′′ : Kp,q → Kp,q+1, such that (d′)2 = 0,
(d′′)2 = 0, and d′d′′ + d′′d′ = 0.

Let K• be the total (or diagonal) complex of a bicomplex K•,•, i.e., by
definition, Ki =

⊕
i=p+qK

p,q and dK = d′ + d′′. There are two obvious
filtration of K•:

filtration I: ′Ki
p =

⊕

j+q=i
j≥p

Kj,q,

filtration II: ′′Ki
q =

⊕

p+j=i
j≥q

Kp,j.

These two filtrations yield two spectral sequences, denoted respectively
by ′Ep,q

r and ′′Ep,q
r .

It is easy to check that ′Ep,q
1 = ′′Hq(Kp,•) and ′′Ep,q

1 = ′Hq(K•,p), where ′H
(resp., ′′H) denotes the cohomology with respect to d′ (resp., d′′), with the
differential d1 being induced respectively by d′ and d′′. Thus, we have:

Proposition 8.6. ′Ep,q
2 = ′Hp(′′Hq(K•,•)) and ′′Ep,q

2 = ′′Hp(′Hq(K•,•)).

Now assume that both filtrations are regular.

Exercise 8.8. Prove that

(1) if Kp,q = 0 for q < q0 (resp., p < p0), then the first (resp., second)
filtration is regular;

(2) if Kp,q = 0 for q < q0 and q > q1, then both filtration are regular.

In this case both spectral sequences converge to the common limit
H•(K•).

Remark 8.4. This fact does not mean that both spectral sequences have a
common infinite term, because the two filtrations of H•(K•) are different.

Let us illustrate Proposition 8.6.
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Example 8.7. Consider the commutative diagram

...
...

...x
x

x

0 −−−→ K2,0 d2−−−→ K2,1 d2−−−→ K2,2 −−−→ · · ·xd1
xd1

xd1

0 −−−→ K1,0 d2−−−→ K1,1 d2−−−→ K1,2 −−−→ · · ·xd1
xd1

xd1

0 −−−→ K0,0 d2−−−→ K0,1 d2−−−→ K0,2 −−−→ · · ·x
x

x
0 0 0

and suppose that the differential d1 is exact everywhere except for the terms
K0,q in the bottom row, and the differential d2 is exact everywhere except
for the terms Kp,0 in the left column. Thus, we have two complexes L•

1 and
L•

2, where Li1 = H0(Ki,•, d2), L
i
2 = H0(K•,i, d1) and the differential of L1

(resp., L2) is induced by d1 (resp., d2). Consider the bicomplex K•,• with
(d′)p,q = dp,q1 , (d′′)p,q = (−1)qdp,q2 . We easily get

′Ep,q
2 = ′Ep,q

3 = · · · = ′Ep,q
∞ =

{
0 if q 6= 0,

Hp(L•
1) if q = 0,

′′Ep,q
2 = ′′Ep,q

3 = · · · = ′′Ep,q
∞ =

{
0 if p 6= 0,

Hq(L•
2) if p = 0.

Since both spectral sequences converge to a common limit, we conclude that
H i(L•

1) = H i(L•
2).

Let us describe this isomorphism in an explicit form. Consider a coho-
mology class from H i(L•

1). Choose an element ki,0 ∈ Ki,0, d1(k
i,0) = 0,

d2(k
i,0) = 0, that represents this cohomology class. Since d1(k

i,0) = 0, there
exists an element x ∈ Ki−1,0 such that d1(x) = ki,0. Set ki−1,1 = −d2(x) ∈
Ki−1,1. We have d2(k

i−1,1) = 0 and d1(k
i−1,1) = −d1(d2(x)) = −d2(d1(x)) =

−d2(k
i,0) = 0. Further, the elements ki,0 and ki−1,1 are cohomologous in the

total complex K•: ki,0 − ki−1,1 = d1x+ d2x = (d′ + d′′)(x). Continuing this
process we obtain elements ki−j,j ∈ Ki−j,j, d1(k

i−j,j) = 0, d2(k
i−j,j) = 0,

that are cohomologous in the total complex K•. Thus, the above isomor-
phism takes the cohomology class of ki,0 to that of k0,i.
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Exercise 8.9. Discuss an analog of Example 8.7 on the page before for the
commutative diagram

...
...

...y
y

y

0 ←−−− K2,0 d2←−−− K2,1 d2←−−− K2,2 ←−−− · · ·yd1
yd1

yd1

0 ←−−− K1,0 d2←−−− K1,1 d2←−−− K1,2 ←−−− · · ·yd1
yd1

yd1

0 ←−−− K0,0 d2←−−− K0,1 d2←−−− K0,2 ←−−− · · ·y
y

y
0 0 0
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[13] A. Frölicher and A. Nijenhuis, Theory of vector valued differential forms. Part I:
derivations in the graded ring of differential forms, Indag. Math. 18 (1956), 338–
359.

[14] M. Gerstenhaber and S. D. Schack, Algebraic cohomology and deformation theory,
Deformation Theory of Algebras and Structures and Applications (M. Gerstenhaber
and M. Hazewinkel, eds.), Kluwer, Dordrecht, 1988, pp. 11–264.

[15] D. M. Gessler, The “three-line” theorem for the Vinogradov C-spectral se-

quence of the Yang-Mills equations, Preprint SISSA 71/95/FM, 1995, URL:
http://ecfor.rssi.ru/˜diffiety/.

[16] , On the Vinogradov C-spectral sequence for determined systems of

differential equations, Differential Geom. Appl. 7 (1997), 303–324, URL:
http://ecfor.rssi.ru/˜diffiety/.

[17] H. Goldschmidt, Existence theorems for analytic linear partial differential equations,
Ann. of Math. (2) 86 (1967), 246–270.

[18] M. Henneaux, Consistent interactions between gauge fields: The cohomological ap-

proach, In Henneaux et al. [19], E-print hep-th/9712226.
[19] M. Henneaux, I. S. Krasil′shchik, and A. M. Vinogradov (eds.), Secondary calculus

and cohomological physics, Contemporary Mathematics, vol. 219, Amer. Math. Soc.,
Providence, RI, 1998.

[20] P. J. Hilton and U. Stammbach, A course in homological algebra, Springer-Verlag,
Berlin, 1971.



148

[21] N. G. Khor′kova, Conservation laws and nonlocal symmetries, Math. Notes 44

(1989), 562–568.
[22] K. Kiso, Pseudopotentials and symmetries of evolution equations, Hokkaido Math.

J. 18 (1989), 125–136.
[23] Y. Kosmann-Schwarzbach, Exact Gerstenhaber algebras and Lie bialgebroids, Acta

Appl. Math. 41 (1995), 153–165.
[24] I. S. Krasil′shchik, Some new cohomological invariants for nonlinear differential

equations, Differential Geom. Appl. 2 (1992), 307–350.
[25] , Hamiltonian formalism and supersymmetry for nonlinear differential equa-

tions, Preprint ESI 257, 1995, URL: http://www.esi.ac.at.
[26] , Calculus over commutative algebras: A concise user guide, Acta Appl.

Math. 49 (1997), 235–248, URL: http://ecfor.rssi.ru/˜diffiety/.
[27] , Algebras with flat connections and symmetries of differential equations, Lie

Groups and Lie Algebras: Their Representations, Generalizations and Applications
(B. P. Komrakov, I. S. Krasil′shchik, G. L. Litvinov, and A. B. Sossinsky, eds.),
Kluwer, Dordrecht, 1998, pp. 425–434.

[28] , Cohomology background in the geometry of PDE, In Henneaux et al. [19],
URL: http://ecfor.rssi.ru/˜diffiety/.

[29] I. S. Krasil′shchik and P. H. M. Kersten, Deformations and recursion operators for

evolution equations, Geometry in Partial Differential Equations (A. Prastaro and
Th. M. Rassias, eds.), World Scientific, Singapore, 1994, pp. 114–154.

[30] , Graded differential equations and their deformations: A computational the-

ory for recursion operators, Acta Appl. Math. 41 (1994), 167–191.
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ematical Physics (P. L. Garćıa, A. Pérez-Rendón, and J.-M. Souriau, eds.), Lecture
Notes in Math., no. 836, Springer-Verlag, Berlin, 1980, pp. 22–48.

[52] , Cohomology of the Lagrange complex, Ann. Scuola Norm. Sup. Pisa Sci.
Fis. Mat. 14 (1987), 217–227.

[53] A. M. Verbovetsky, Lagrangian formalism over graded algebras, J. Geom. Phys. 18

(1996), 195–214, E-print hep-th/9407037.
[54] , Differential operators over quantum spaces, Acta Appl. Math. 49 (1997),

339–361, URL: http://ecfor.rssi.ru/˜diffiety/.
[55] , On quantized algebra of Wess-Zumino differential operators at roots of

unity, Acta Appl. Math. 49 (1997), 363–370, E-print q-alg/9505005.
[56] , Notes on the horizontal cohomology, In Henneaux et al. [19], E-print

math.DG/9803115.
[57] A. M. Verbovetsky, A. M. Vinogradov, and D. M. Gessler, Scalar differential invari-

ants and characteristic classes of homogeneous geometric structures, Math. Notes
51 (1992), 543–549.

[58] A. M. Vinogradov, The logic algebra for the theory of linear differential operators,
Soviet Math. Dokl. 13 (1972), 1058–1062.

[59] , On algebro-geometric foundations of Lagrangian field theory, Soviet Math.
Dokl. 18 (1977), 1200–1204.

[60] , A spectral sequence associated with a nonlinear differential equation and

algebro-geometric foundations of Lagrangian field theory with constraints, Soviet
Math. Dokl. 19 (1978), 144–148.

[61] , Geometry of nonlinear differential equations, J. Soviet Math. 17 (1981),
1624–1649.

[62] , Local symmetries and conservation laws, Acta Appl. Math. 2 (1984), 21–78.
[63] , The C-spectral sequence, Lagrangian formalism, and conservation laws. I.

The linear theory. II. The nonlinear theory, J. Math. Anal. Appl. 100 (1984), 1–129.



150

[64] A. M. Vinogradov and I. S. Krasil′shchik, A method of computing higher symmetries

of nonlinear evolution equations and nonlocal symmetries, Soviet Math. Dokl. 22

(1980), 235–239.


